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J. G. Sun
Argonne National Laboratory,

9700 South Cass Avenue,
Argonne, IL 60439

Analysis of Pulsed Thermography
Methods for Defect Depth
Prediction
Pulsed thermography is an effective technique for quantitative prediction of defect depth
within a specimen. Several methods have been reported in the literature. In this paper,
using an analysis based on a theoretical one-dimensional solution of pulsed thermogra-
phy, we analyzed four representative methods. We show that all of the methods are
accurate and converge to the theoretical solution under ideal conditions. Three methods
can be directly used to predict defect depth. However, because defect features that appear
on the surface during a pulsed thermography test are always affected by three-
dimensional heat conduction within the test specimen, the performance and accuracy of
these methods differs for defects of various sizes and depths. This difference is demon-
strated and evaluated from a set of pulsed thermography data obtained from a specimen
with several flat-bottom holes as simulated defects. �DOI: 10.1115/1.2165211�

Keywords: pulsed thermography, infrared thermal imaging, defect depth prediction,
delamination

1 Introduction

Transient thermography �or thermal imaging� has been widely
used to detect defects and determine defect depth. One such defect
is delamination �or lateral crack� that may be present in and is of
critical concern for advanced composite materials. Composite ma-
terials whose properties are sensitive to this type of defect include
polymer matrix composites that are widely used for aircraft struc-
tures and ceramic matrix composites that are being developed for
high-temperature engine applications. These composites consist of
a fiber preform of several planar layers �plies� of fiber cloth and a
continuous-phase matrix. Delaminations between the plies can
significantly reduce the strength and performance of the compos-
ite components; therefore, they must be detected and evaluated
�1,2�.

Several thermography technologies have been developed to de-
tect delamination defects. Two of the most frequently used modes
are modulated and pulsed thermography. In modulated thermog-
raphy, thermal excitation on a specimen surface is provided by a
continuous wave of low-intensity thermal energy. The detection
depth is related to a diffusion depth that is deeper in phase data
than in amplitude data �3,4�. However, this technique is not quan-
titative for the determination of defect depth. In pulsed thermog-
raphy, thermal energy is typically supplied by photographic flash
lamps. Detection sensitivity and depth are directly related to the
flash energy. Because the flash time is a well-defined instant, it
can be used as a time reference for the prediction of defect depth,
and essentially, all pulsed thermography methods utilize it. These
pulsed thermography methods are investigated in this paper.

When pulsed thermal energy is applied, a thin layer of material
on the sample surface is instantaneously heated to a high tempera-
ture. Heat conduction then takes place from the heated surface to
the interior of the sample, leading to a continuous decrease of the
surface temperature. The decay of the surface temperature T with
time t was determined by Parker et al. �5� and is expressed as

T�t� =
Q

�CL�1 + 2�
n=1

�

exp�−
n2�2

L2 �t�	 �1�

where Q is the heat deposited on the surface, � is density, C is
specific heat, � is thermal diffusivity, and L is sample thickness.
In deriving Eq. �1�, it was assumed that the thermal flash is in-
stantaneous, the heat is absorbed within a surface layer of negli-
gible thickness, and there is no heat loss from the sample surfaces.
Solutions for finite flash duration and finite absorption depth can
also be found in the literature �6,7�. Equation �1� is the exact
solution for one-dimensional �1D� heat conduction within a plate
of uniform thickness under ideal flash thermography conditions as
described above. Two features can be noted. First, the summation
term approaches zero as time increases; thus, the surface tempera-
ture eventually reduces to Q /�CL. Because this is the temperature
scale measured by an infrared camera with a fixed temperature
resolution, an increase of flash energy Q will improve the detec-
tion sensitivity �higher signal output�, whereas a thicker sample
�large L� will reduce the detection sensitivity �at least in the
deeper region�. Second, the term �t /L2 is the only nondimen-
sional variable in this equation. Therefore, the thermal diffusivity
� and the sample thickness L cannot be independently determined
from the flash thermography test. In fact, thermography is typi-
cally used to determine thermal diffusivity when thickness is mea-
sured or to determine thickness when diffusivity is known.

Figure 1 is a schematic diagram of a thermography setup for
detection of a delamination �or lateral crack� within a specimen.
The flash lamps provide the thermal impulse, and the infrared
camera monitors the surface-temperature decay on the heated sur-
face. When the heat flux reaches the delamination, which is filled
by air with higher thermal resistance, the heat transfer rate is
reduced in the region above the delamination. Therefore, the sur-
face above this region will register a higher temperature than the
surrounding areas, i.e., it is seen as a local “hot spot.” The hot spot
appears earlier during the transient if the delamination is shallow
and later if the delamination is deep. Figure 2 illustrates the tem-
perature variations at surface points 1 and 2 �marked in Fig. 1�,
where point 1 is at the region with a subsurface delamination and
point 2 is at a normal �or reference� area. The temperature at point
1, T, is always higher but eventually approaches the temperature
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at point 2, Tr because heat transfer around and through the delami-
nation will eventually equalize the sample temperature.

Quantitative prediction of defect depth has been an important
research topic in the past decade. Most work was based on the
observation that the temperature contrast, �T=T−Tr in Fig. 2, can
be used to determine defect depth �8–11�. Two such “empirical”
methods are examined in this study: the peak temperature contrast
and the peak slope of temperature contrast. Recently, Shepard et
al. �12� identified a new method that is based on the peak second
derivative of the temperature decay curve in the log scale. How-
ever, these three methods are experimental methods, which are
presently not supported by fundamental theories. Each relies on
empirical correlations by determining a characteristic time instant
that can be related to the depth. A fourth method, recently devel-
oped by Sun �13�, is based on least-squares fitting of a theoretical
model to the temperature decay curve for a direct determination of
depth. In this study, we developed the fundamental theories for the
first three methods that allow for derivation of new and verifica-
tion of existing empirical correlations. We show that all of these
methods are derivatives of Eq. �1� and that they yield accurate
results under the same ideal conditions. Theoretical analyses of
these methods are presented in Sec. 2. The performance and ac-
curacy of the methods, based on a set of thermography data, are
evaluated in Sec. 3. Major findings are summarized in Sec. 4.

2 Theoretical Analysis of Thermography Methods

2.1 Peak Temperature-Contrast Method. The temperature
contrast �T between a defect region and a reference region lo-
cated in a “sound” material, as illustrated in Fig. 2, is dependent
not only on the difference between the defect depth and the speci-
men thickness at the reference region, but also on the lateral size
of the defect because of induced three-dimensional �3D� heat con-
duction around the defect. An analytical solution of this heat
transfer process is not available. However, when the lateral size of
the defect is large and the heat conduction through the air gap is
negligible, the heat transfer within the central region from the
surface to the defect can be considered 1D during the early period
of the transient. Similarly, a region of the sound material far away
from the defect can also be considered as experiencing 1D heat
conduction. Therefore, these two regions can be approximated as
two separate plates of different thicknesses. Temperature contrast
between these two regions can be derived from the 1D heat con-
duction solution of Eq. �1�. The effect of 3D heat conduction can
be evaluated from experimental data and is discussed in Sec. 3.

When two plates of the same material but different thicknesses
L and Lr are supplied with the same flash energy of Q, the tem-
perature difference �T between their surfaces can be expressed as

�T = T − Tr =
Q

�CL �1 + 2�
n=1

�

e−n2�� −
Q

�CLr �1 + 2�
n=1

�

e−n2�r� �2�

where �=�2�t /L2 and �r=�2�t /Lr
2 are dimensionless times for

the two plates. If we denote y=L /Lr as the thickness ratio �there-
fore, �=y2�r� and V=T�CLr /Q as the normalized temperature,
Eq. �2� becomes

�V = y−1 − 1 + 2�
n=1

�

�y−1e−n2�r/y
2
− e−n2�r� �3�

When time increases to infinity, the temperature difference ap-
proaches

�V� = y−1 − 1 �4�

Therefore, �V reaches a constant at longer times, and this con-
stant is the maximum temperature difference between the two
plates. Equation �3� is plotted in Fig. 3 for y=0.2, 0.5, and 0.8.
From the plot, we see that the temperature difference is smaller
for larger y values. The asymptotic temperature difference �V� is
approximately reached for these y values when �r�5.

Because the temperature distribution on the specimen surface is
measured directly as a function of time during a flash thermogra-
phy test, temperature differences between surface points can be

Fig. 1 Schematic diagram of pulsed thermography setup and
heat conduction through and around lateral crack within test
sample

Fig. 2 Surface temperature decay curves T and Tr at points 1
and 2, respectively, as illustrated in Fig. 1

Fig. 3 Temperature contrast �V as a function of dimension-
less time �r for thickness ratio y=0.2, 0.5, and 0.8
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directly compared and analyzed with the two-plate analysis de-
rived in Eq. �3�. If T and Tr represent the surface temperatures at
points 1 and 2, as illustrated in Fig. 1 �where L is the delamination
depth and Lr is the specimen thickness�, then �T represents the
temperature contrast between the two points. Many studies have
focused on examination of temperature contrast as a function of
delamination depth. Unlike the two-plate condition, the tempera-
ture contrast will first increase with time as shown in Fig. 3, then
decrease, and eventually approach zero because of the 3D conduc-
tion within the sample. It was found that the peak contrast time tc,
which corresponds to the maximum temperature contrast, is ap-
proximately proportional to the square of the defect depth �or L2�.
The proportionality coefficient depends on the size of the defect:
the smaller the defect size, the lower the maximum contrast �T
and the shorter the peak contrast time tc �10�. Because �T should
monotonically increase with time when 3D conduction is not
present �see Fig. 3�, the existence of a peak contrast is the result of
the 3D heat conduction effect, the significance of which is related
to the defect geometry and configuration.

Although temperature contrast �T is not a reliable parameter
for quantitative determination of defect depth, it is widely used to
analyze thermography data. In fact, �T is often considered the
detection sensitivity and is the primary parameter to be investi-
gated in all visual inspection of thermography data. �T has been
used to determine detection sensitivity for small subsurface de-
fects �flat-bottom holes� �14� and to evaluate thermal resistance of
delamination air-gap thickness �15� and subsurface insert thick-
ness �16�. It is noted that the observed maximum temperature
contrast should be smaller than �V� �or �T�� given in Eq. �3�,
and the amount of deviation is related to the significance of the 3D
effect.

2.2 Peak Temperature-Contrast Slope Method. The slope
or first derivative of the temperature contrast has also been exam-
ined for the prediction of defect depth �8–10�. From Eq. �3�, the
dimensionless temperature-contrast slope can be expressed as

d��V�
d�r

= �
n=1

�

2n2�e−n2�r − y−3e−n2�r/y
2
� �5�

where �r is the dimensionless time scaled by the reference thick-
ness. This expression is plotted in Fig. 4 for y=0.2, 0.5, and 0.8. It
is noted that the slope reaches a maximum at an early time instant.
This time instant is referred to as the peak-slope time ts. It was
found that the value of ts is also approximately proportional to the
square of the defect depth �L2�, and the proportionality coefficient
does not depend on defect size �8–10�. The exact relationship
between L and ts can be determined by solving for ts in Eq. �5� or,

equivalently, from the condition d2��V� /d�r
2=0. Figure 5, where

the solutions of peak slope d��Vs� /d�r and peak-slope time
�s�=�2�ts /L

2� are plotted as functions of y, shows that �s is
essentially a constant at 3.6359 when y�0.5 �i.e., independent of
y�, with a maximum error of �0.4%. When y�0.5, the numerical
values plotted in Fig. 5 should be used to correlate L with ts, once
the thickness Lr �or y� is known. The peak-slope value
d��Vs� /d�r is a strong function of the thickness ratio y, as seen in
Fig. 5; thus, it could also be used to predict the defect depth.
However, it is shown later that the peak-slope value is strongly
affected by the 3D conduction effect whereas the peak slope time
is not sensitive to the 3D effect.

Ringermacher et al. �9� found the following correlation between
ts and the defect depth L:

ts =
3.64L2

�2�
�6�

In Eq. �6�, the proportionality constant of 3.64 is very close to the
constant of 3.6359 from the theoretical solution. However, as de-
scribed above, Eq. �6� is accurate only when the defect depth is
thinner than one-half the thickness at the reference point.

When applying this method, a major problem has been the prior
determination of a reference point that is known on a sound ma-
terial. The method developed by Ringermacher et al. �9� used the
averaged temperature from the entire surface as the reference tem-
perature, which can work well when the defect region is small and
the surface is uniformly illuminated. Another concern is its accu-
racy in dealing with noisy data. Data processing for this method
involves subtraction and differentiation of two experimental time
series, and both of these operations increase noise and reduce
accuracy.

From Eqs. �3� and �5�, it is evident that both temperature con-
trast and its first derivative are zero when y=1. Therefore, the
peak-slope method cannot determine the thickness of the refer-
ence region. When y�1, both temperature contrast and the first
derivative will become negative and could potentially be used to
predict thickness. However, because the absolute value of the tem-
perature contrast becomes very small, it would be difficult to de-
termine the negative peak slope. Martin and Gyekenyesi �17� at-
tempted to determine specimen thickness with the peak-slope
method. They found that the predicted sample thickness in the
“good” material region varies significantly and depends on the
selection of the reference region.

2.3 Logarithmic Peak Second-Derivative Method. Re-
cently, Sheperd et al. �12� determined that the second derivative of
the surface temperature in the logarithmic scale contains a peak
that can be used to determine the defect depth. Unlike the situa-
tion in the temperature-contrast methods described above, the sec-

Fig. 4 Slope of temperature contrast d„�V… /d�r as a function
of �r for y=0.2, 0.5, and 0.8

Fig. 5 Dimensionless peak-slope time �s and peak slope
d„�Vs… /d�r as functions of thickness ratio y
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ond derivative is calculated directly from the temperature decay at
each surface point, without the need of a reference. This method
can be directly analyzed by Eq. �1�. The first derivative of the
temperature is

d�ln T�
d�ln t�

=
t

T

dT

dt
�7�

and the second derivative is

d2�ln T�
d�ln t�2 =

t

T

dT

dt
−

t2

T2�dT

dt
�2

+
t2

T

d2T

dt2
�8�

where

dT

dt
= −

Q

�CL

2�

t �
n=1

�

n2e−n2� �9a�

and

d2T

dt2
=

Q

�CL

2�2

t2 �
n=1

�

n4e−n2� �9b�

Note that both the first and second derivatives in the logarithmic
scale in Eqs. �7� and �8� are dimensionless variables. The logarith-
mic normalized temperature ln V and its first and second deriva-
tives are plotted in Fig. 6, which shows that the first derivative is
constant at −0.5 within a short time period and approaches zero
when time increases, and the second derivative is zero at early and
later time periods, and reaches a maximum in between. When Eq.
�8� is solved by a numerical method, the maximum second deriva-
tive d2�ln T� /d�ln t�2 is 0.47366 and it occurs when the nondimen-
sional time � is equal to �. Therefore, the peak second-derivative
time t2 is

t2 =
�L2

�2�
�10�

By comparing Eq. �10� to Eq. �6�, we see that the peak second-
derivative time t2 occurs slightly earlier than the peak-slope time
ts. It is commonly understood that a method based on an early
characteristic time is more likely to capture the peak defect signal
before it is affected by 3D conduction, which could lead to more
accurate depth determination.

The capability to derive defect depth directly from the tempera-
ture data for each individual surface point represents a significant
advantage for automation in thermography data processing. In the
temperature-contrast methods described in Secs. 2.1 and 2.2, the
requirement to provide reference data has been a major obstacle
and a tedious step in quantitative analysis of themography data.

However, the peak second-derivative method requires second-
order differentiation of the measured temperature decay curve,
which normally leads to very noisy data. The method developed
by Sheperd et al. �12� is based on a curve fit of measured �loga-
rithmic� temperature by a polynomial function. Because of the
complex profile of the temperature decay, a high-order polynomial
is needed. Special care should be taken to ensure that the polyno-
mial function actually fits the exact peak position of the second
derivative.

2.4 Least-Squares Fitting Method. All of the methods de-
scribed above are based on finding a characteristic time to corre-
late with defect depth. These methods are susceptible to signal
noise that is typically large in thermography data. On the other
hand, methods based on curve fitting are usually not sensitive to
data noise and have been used in laser-flash diffusivity methods
�18�. Such a curve-fitting method for depth prediction has been
developed recently by Sun �13�. This method utilizes a theoretical
heat transfer model to fit the temporal thermography data at each
surface point.

Because Eq. �1� is the exact solution for a plate of uniform
thickness under flash heating conditions, it can be used to fit the
thermography data for the area of the plate that contains no sub-
surface defect. Close examination of the temperature decay curve
of a surface point with a subsurface lateral crack �see T in Fig. 2�
reveals that its initial temperature variation also follows Eq. �1�.
Figure 2 shows that this approximation is valid in the time period
0� t� ta �ta to be determined later�. In the time period ta� t� tb,
the temperature decreases approximately linearly, due to heat con-
duction through and around the crack �or 3D conduction effect�,
as illustrated in Fig. 1. The slope s of this linear portion of the
curve depends on the crack-gap thickness and the distance from
the point to the crack edge. At longer times, t� tb, the temperature
curve T simply approaches the final steady temperature of the
sample. This portion of the temperature curve is not used to cal-
culate depth.

A theoretical model that is approximately valid for the time
period 0� t� tb can be expressed as

T�t� 
 A�1 + 2�
n=1

�

exp�−
n2�2

L2 �t�	 − st �11�

where it is assumed that thermal diffusivity � is known. The slope
s is determined by linear fitting of the experimental data in the
time period ta� t� tb. It should be noted that s is usually small
and is zero for a defect-free plate of uniform thickness. The time
instants ta and tb were optimized from several calculations and
were chosen as

ta =
L2

2�
and tb = 3ta �12�

The theoretical model in Eq. �11� is used to curve-fit the experi-
mental temperature/time data to derive the amplitude A and thick-
ness L. If a surface point is on a sound material without subsur-
face defect, the predicted thickness L is the sample thickness.
When a surface point is on a region that contains a subsurface
lateral crack, the predicted thickness L is the defect depth.

The accuracy of thickness prediction in this method is not af-
fected by uneven surface heating during the experiment because
the data analysis is performed one pixel at a time and the tem-
perature amplitude is explicitly calculated. This method also ac-
counts for part of the 3D heat conduction effect and therefore is
expected to be more reliable and robust when the 3D effect is
significant. Further optimization can be achieved if the tempera-
ture decay between ta� t� tb is modeled by an appropriate func-
tion instead of a constant slope.

2.5 Finite-Flash-Duration Effect. Most of the flash thermog-
raphy systems utilizes photographic flash lamps to provide high-
energy heating on the specimen surface. Typically, the energy de-

Fig. 6 Temperature and its first and second derivatives as
functions of nondimensional time � in log-log scale
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cay time of these flash lamps is long �compared to a laser flash�,
ranging from several to more than ten milliseconds. The flash-
duration effect for these lamps was studied by Sun and Erdman
�19� and Sun and Benz �20�, who found that the flash energy
decay f�t� typically follows an exponential curve,

f�t� =
2Q

	
e−�2t/	� �13�

where Q is the total flash energy and 	 is a characteristic flash
duration. Under the thermal impulse given in Eq. �13�, Eq. �1�
becomes �20�

T�t� =
Q

�CL�1 − exp�−
2t

	
� + 2�

n=1

� �n2�2	�

2L2 − 1�−1


�exp�−
2t

	
� − exp�−

n2�2

L2 �t�	� �14�

Equation �14� can be used to analyze all of the methods described
above. For the characteristic-time methods �Eqs. �6� and �10��, the
flash-duration effect will become important when the characteris-
tic times are comparable to flash duration. For the theoretical
model in Eq. �11�, the term in the square brackets should be re-
placed by the term in the braces in Eq. �14�, i.e.,

T�t� 
 A�1 − exp�−
2t

	
� + 2�

n=1

� �n2�2	�

2L2 − 1�−1


�exp�−
2t

	
� − exp�−

n2�2

L2 �t�	� − st �15�

3 Experimental Evaluation of Thermography
Methods

The three methods described in Secs. 2.2–2.4 are based on the
1D solution Eq. �1�. Under ideal conditions �instantaneous flash
and pure surface heating�, where 1D conductions dominate within
the test specimen, all methods should accurately predict the defect
depth and, for the peak second-derivative and least-squares fitting
methods, the specimen thickness. Only under conditions where
3D conduction is significant, such as delaminations of small lat-
eral dimensions, these methods may differ in prediction accuracy.
The theoretical model in Eq. �11� explicitly account for part of the
3D conduction effect, whereas the slope and second-derivative
methods do not. The performance and accuracy of these three
methods are evaluated below from the experimental data of a test
sample.

3.1 Test Sample. Because it is difficult to make a calibration
sample that contains well-defined delamination defects at speci-
fied depths, samples with machined flat-bottom holes are typically
used to simulate delamination defects. In this study, a ceramic
composite sample was used. It consisted of eight plies of SiC
continuous-fiber cloth and a SiNC matrix �21�. The composite was
not completely densified and contained some near-surface defects
and distributed porosities. Six flat-bottom holes of various diam-
eters and depths were machined at the back surface, as illustrated
in Fig. 7. The depths, listed in Table 1, refer to the distance from
the hole bottoms to the front surface, where thermography data
were taken. The thickness of the sample ranged from 2.3 to
2.7 mm; its thermal diffusivity varied because of material porosi-
ties. An average thermal diffusivity was estimated to be
0.97 mm2/s �21�.

3.2 Experimental Data. The experimental temperature data
were obtained by using a flash-thermography-system setup, as il-
lustrated in Fig. 1. During the test, flash lamps were triggered at
t=0 to deposit a nearly instantaneous thermal impulse on the sam-

ple’s surface. The surface temperature variation was monitored by
an infrared camera, which takes a series of thermal images that are
stored in a PC for data processing. Each image �or frame� contains
a two-dimensional �2D� array of pixels. The infrared camera used
in this study was a midinfrared wavelength �3–5 �m� Phoenix
camera manufactured by FLIR Systems, Inc. �Portland, OR�. This
camera contained a focal-plane array of 320
256-pixel infrared
sensors, each converting the observed infrared radiation from a
surface point to a digital value within a 14-bit dynamic range. By
proper normalization of the camera, the infrared signal values in
the 2D thermal images were proportional to the surface tempera-
ture. Each frame, therefore, represents a “snapshot” of the surface
temperature at a particular time.

The number of total thermal images to be taken was determined
by the length of the entire thermal transient period for the sample.
A characteristic time for the thermal transient was the half-rise
time t1/2, which represents the time when the temperature at the
back surface of the sample reaches half of the final equilibrium
temperature �i.e., Q /�CL in Eq. �1��. It is determined �5� as fol-
lows:

t1/2 =
1.38L2

�2�
�16�

In practice, the final equilibrium temperature is reached at about
5t1/2.

Pulsed thermal imaging data were taken on the front surface of
the test sample shown in Fig. 7. The imaging rate was 170 Hz,
with a total of 700 frames taken for a test duration of 4.1 s. For
this sample, 5t1/2 is 4.5 s. Test conditions were not optimal, to
demonstrate the capabilities of the thermography methods to
handle noisy experimental data. First, only one flash lamp was
used �positioned at the right side�; it provided nonuniform heating

Fig. 7 Schematic illustration of ceramic sample with ma-
chined flat-bottom holes

Table 1 Depth predicted by various methods for flat-bottom
holes A–F

Holes
Diameter

�mm�
Depth
�mm� Predicted depth �mm�

Based on ts Based on t2 Based on fit

A 7.5 0.25 0.203 0.218 0.232
B 7.5 1.12 1.16 1.18 1.147
C 7.5 0.97 1.01 1.00 0.973
D 7.5 0.87 0.916 0.911 0.893
E 5.0 0.78 0.798 0.773 0.79
F 2.5 0.85 0.823 0.804 0.857
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on the sample surface. Second, the flash energy was kept low to
prevent saturation of the data from the thinnest flat-bottom hole A.
The flash duration for this lamp was 1.5 ms. In Fig. 8, two thermal
images, one taken immediately after the flash and the other at
0.67 s after the flash, show that part of hole A is visible immedi-
ately after the flash because that region is thinner. We discovered
that the bottoms of all the flat-bottom holes were inclined �similar
to hole A�; they were thinner at the top-right corner. The images in
Fig. 8 also show uneven heating; the right side surface experi-
enced relatively higher temperatures because it was closer to the
flash lamp. A large defect �very thin delamination� is shown at the
lower-left corner of the first frame after the flash, as are many
small porosities �bright spots� distributed over the entire sample
surface.

Figure 9 shows the predicted thickness image from the theoret-
ical model of Eq. �15�. The predicted depths for several points
within hole A were not correct because the temperature decays for
these points were too fast to be fitted �see Fig. 8�. The depth
variation within all of the inclined flat-bottom holes is also seen in
Fig. 9.

The capability of the peak-slope, peak second-derivative, and
least-squares fitting methods to predict the depths of flat-bottom
holes A-F were compared to results obtained from the pulsed ther-
mography. The analysis was carried out for a square area of 1.9

1.9 mm2 �10
10 pixels� located at the center of each flat-

bottom hole. The mean temperature curve within each area was
further smoothed by time averaging. The temperature-decay and
first-derivative curves for these flat-bottom-hole areas are plotted
in Fig. 10 in log-log scale.

3.3 Peak-Slop Method. To establish the temperature contrast
�T for the peak-slope method, a reference temperature is required.
The selected reference area was 1.9
1.9 mm2 and was located

Fig. 8 Thermal images on front surface of ceramic specimen
taken at t=0.007 and 0.67 s after thermal flash

Fig. 9 Predicted depth image of ceramic sample with flat-
bottom holes as illustrated in Fig. 7

Fig. 10 „a… Temperature and „b… first derivative of temperature
as a function of time in log-log scale for flat-bottom holes A–F
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between flat-bottom holes A and D, as shown in Fig. 9. The thick-
ness at the reference area was 2.34 mm; thus, the reference di-
mensionless time �r=1.748t and was used for all data analysis.
Because the flash energy was nonuniform over the sample surface,
the maximum initial temperature rise at each flat-bottom hole was
scaled to be the same as that at the reference area. With this
scaling, the slopes of temperature contrasts for flat-bottom holes
A-F are plotted in Fig. 11. The peak slopes and peak-slope times
were determined from the curves in Fig. 11 and are listed in Table
2.The table shows that the peak-slope times are generally close to
the theoretical values, whereas the peak slopes are lower than the
theoretical values, excepted for hole A, which has a higher peak
slope due to the flash duration effect. For hole F, the measured
peak slope is much lower than theoretical. Because the diameter
of hole F is only 2.5 mm, a smaller peak slope indicates a stronger
3D heat conduction effect at this region. Based on these observa-
tions, we concluded that the peak-slope value is strongly affected
by experimental conditions �flash duration� and the 3D heat con-
duction effect; thus it cannot be reliably used to predict depth. On
the other hand, depths calculated from the peak-slope times, as
listed in Table 1, are more accurate.

3.4 Peak Second-Derivative Method. The second deriva-
tives of the surface temperatures for flat-bottom holes A-F are
plotted in Fig. 12, which shows that all of the second derivatives
display a small peak at an early time �ln �r=−3.6�. This small
peak corresponds to the flash duration that is also observable in
the first-derivative curves shown in Fig. 10. For hole A, the peak
of the second derivative is coincident with the flash duration peak;
thus, its peak value of 0.56 is higher than the theoretical value of
0.47. The peak second derivatives for all of the other holes are
lower than the theoretical value because of the 3D conduction
effect and the data averaging used to smooth these curves. The
peak second-derivative time can be easily determined from Fig.
12 and can be used to calculate defect depth �using Eq. �10�� for

each curve. The predicted depths for all of the holes, based on the
measured peak second-derivative times, are listed in Table 1.

3.5 Least-Squares Fitting Method. Figure 9 shows the pre-
dicted depth image of the specimen from the least-squares fitting
method. The average depth for a 1.9
1.9 mm2 area at the center
of each hole can be directly read from the image in Fig. 9 and is
listed in Table 1. For flat-bottom holes A, B, and F, the experi-
mental �each for a single pixel� and fitted theoretical curves are
shown in Fig. 13; data for other holes are similar to that for hole
B. The experimental data reveal considerable variation at indi-
vidual pixels, partially due to the nonuniformity of the sample
material and partially to thermography system noise. The fitted
theoretical curves generally match the entire experimental data
well.

3.6 Discussion of Experimental Results. From the predicted
depths listed in Table 1, it is clear that all three methods can
provide accurate results that are typically within a few percent of
the measured values. These methods, although all can be consid-
ered as derivatives of the 1D heat conduction theory expressed in
Eq. �1�, utilize different characteristics of the 1D solution. The
calculation of depth in the first-and second-derivative methods is
based on single characteristic times, determined from the experi-
mental data. These characteristic times, ts in Eq. �6� and t2 in Eq.
�10�, are more than twice the half-rise time t1/2 as defined in Eq.
�16�. Because the half-rise time already reflects the average mate-
rial properties over the thickness �it is used to determine “aver-

Fig. 11 Dimensionless temperature-contrast slope as a func-
tion of time for flat-bottom holes A–F

Table 2 Measured and theoretical peak-slope time ts and peak
slope d„�Vs… /d�r for the peak-slope method

Holes
Measured

ts �s�
Theoretical

ts �s�
Measured

d��Vs� /d�r

Theoretical
d��Vs� /d�r

A 0.0156 0.0237 80.7 61.3
B 0.513 0.476 0.57 0.683
C 0.384 0.357 0.949 1.051
D 0.319 0.287 1.17 1.459
E 0.242 0.231 1.64 2.034
F 0.257 0.274 0.805 1.57

Fig. 12 Second derivative of temperature as a function of time
in log-log scale for flat-bottom holes A–F

Fig. 13 Measured and fitted first derivatives of temperature in
log-log scale for flat-bottom holes A, B, and F
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age” thermal diffusivity�, these characteristic times are not af-
fected by the minor nonuniformity of material properties along the
thickness �or depth�. However, longer characteristic times make
these methods susceptible to the 3D conduction effect, which
could prevent the corresponding first or second derivatives from
reaching their theoretical maximums. This 3D conduction effect is
most significant for the data of the small-diameter hole F, which
has a lower slope peak in Fig. 11 and lower second-derivative
peak in Fig. 12. Correspondingly, the predicted depths from these
characteristic times are shallower than the measured depth, as
seen in Table 1. These methods are also not well suited to incor-
porate the flash duration effect. The result of implementing the
flash duration effect would be a look-up table, similar to that in
Heckman �6�, to replace the proportionality constants in Eqs. �6�
and �10�. Such a result would not be very practical. It is noted that
the test described in this section used a flash lamp of very short
duration, 1.5 ms; therefore, the flash duration effect is not ex-
pected to be significant.

The theoretical model in the least-squares fitting method ac-
counts for part of the 3D conduction effect by adding of a
constant-slope decay term. It can also easily incorporate the flash
duration effect, as explicitly expressed in Eq. �15�. Therefore, this
method can perform better when the 3D conduction and the flash
duration effects are present in the flash thermography data, as seen
from the predicted depths in Table 1.

Data processing algorithms developed for these three methods
differ completely and are worthy of practical consideration. For
the peak-slope method, data processing involves subtraction of
two time series of surface temperatures and then differentiation of
the resultant series with time. Both operations can introduce con-
siderable noise, especially in the early times. These early-time
noises were more than an order of magnitude higher than the real
signal in the current experiment; therefore, they were not plotted
in Fig. 11. The processing algorithm developed by Ringermacher
et al. �9� utilizes a six-point-average scheme to determine the
peak-slope time. For the peak second-derivative method devel-
oped by Shepard et al. �12�, a high-order polynomial is used to fit
each temperature-decay curve in the log-log domain. The resultant
function is differentiated to determine the first and second deriva-
tives. When considering the complex temperature decays, as illus-
trated in Figs. 10 and 12, caution should be taken to select the
order of the fitting polynomial to ensure that it accurately fits the
time of the peak second derivative. Because data noise is a major
concern with respect to the accuracy of both the peak-slope and
peak second-derivative methods, experimental data should have a
higher signal-to-noise ratio, which can be obtained by using high-
energy flash lamps.

On the other hand, the least-squares fitting algorithm directly
generates a theoretical curve to fit each temperature curve by ad-
justing only two parameters, the magnitude A and depth L in Eq.
�15�. The algorithm also limits the duration of data fitting to a
maximum time of tb �Eq. �12��. Temperature data longer than tb
would either become constant �for a uniform-thickness sample� or
come from 3D heat conduction and are not useful for depth cal-
culation. Because limiting the temperature data and fitting them
with a relatively simple model renders the least-squares fitting
algorithm insensitive to experimental and system noise, it is more
reliable in dealing with data of noisy and complex defect struc-
tures. The data processing for this method can be longer than the
methods that determine characteristic times.

3.7 Discussion of Experimental Errors. Thermography data
are subjected to two general types of errors: experimental system
errors and experimental condition errors. When infrared detectors
are used to measure surface temperature, detector linearity �be-
tween detector output and measured temperature� and noise are
the major sources of system errors. Although the infrared detector
can be easily normalized to respond linearly to temperature, de-
tector noise is usually high, even for state-of-the-art infrared cam-
eras �up to several percent�. Data smoothing or filtering must be

used in processing thermography data, especially in subtraction
and differentiation operations. In fact, all experimental curves pre-
sented in this paper are smoothed locally by a linear function. This
type of data smoothing typically affects the magnitude but not the
position of the peaks. For this reason, defect depth can be more
reliably predicted by the peak times �such as ts and t2� than peak
amplitudes.

Errors associated with deviation of actual experimental condi-
tions from those assumed in the theoretical model include finite
flash duration �when it is not accounted for in the theory�, finite
heat absorption depth �for translucent materials�, nonuniform
heating, heat loss by convection and radiation, and 3D conduction.
The thermography theory assumes heat absorption within a thin
layer on the surface, a condition normally satisfied for opaque
materials. For translucent materials, it is a common practice to
apply a black coat on the surface to prevent volume heating. Non-
uniform heating usually has a negligible effect on heat transfer,
but it must be explicitly or implicitly dealt with by the thermog-
raphy methods. Heat losses due to convection and radiation be-
come important at higher temperatures and are generally not con-
cerned in room-temperature experiments �22� because of the low-
temperature rises �typically within a few degrees above room
temperature� involved over almost the entire duration of the ex-
periments. This conclusion can be easily verified by testing the
same sample with various thermal-pulse intensities �a much
higher intensity was used in Sun �13��.

3D conduction is the most significant factor that affects the
accuracy of the 1D theories. However, because it is induced from
the disruption of the primary 1D conduction process by the
delamination, the 3D process lags behind the 1D process, espe-
cially at the central region of large delaminations. The dimension-
less parameter that is relevant to the 3D effect is the ratio of
diameter to depth of the delamination, i.e., D /L. The 3D effect
can be clearly identified by examining the theoretical 1D solution
of d�ln T� /d�ln t� and d2�ln T� /d�ln t�2 in Fig. 6 and the experi-
mental results shown in Figs. 10�b� and 12. As seen in Fig. 6, both
d�ln T� /d�ln t� and d2�ln T� /d�ln t�2 should approach zero at
longer times �ln ��2.5�. For the experimental data shown in Fig.
10�b�, the 3D effect can be characterized as the decrease of
d�ln T� /d�ln t� curves at longer times. For flat-bottom hole A,
which has a large D /L value �=30�, the 3D effect occurs much
later after the 1D process is “completed.” For smaller D /L, such
as flat-bottom hole F �D /L=3�, the 3D effect occurs much earlier
and interferes with the 1D data. When D /L is further reduced, the
3D effect becomes dominant and, as a result, the delamination
will not be detected. Experimental studies showed that delamina-
tions with D /L�1 can usually be detected; delaminations with
0.5�D /L�1 may be detected; and delaminations with D /L
�0.5 cannot be detected �14�. For d2�ln T� /d�ln t�2 �see Fig. 12�,
the 3D effect is represented by a negative peak �may be followed
by additional positive and negative peaks� after the initial positive
peak from the primary 1D effect. The negative peak moves to
earlier time when D /L is reduced and may eventually cancel out
the positive peak from the 1D result.

Other sources of experimental errors may become important
under certain conditions. Despite these errors, the depth predicted
by the 1D theories presented in this paper is considered accurate.
Figure 14�a� compares the predicted to actual depths, and Fig.
14�b� shows the prediction errors. The deviation of predicted
depth is �0.06 mm, and the prediction error is �5.5% for all
three methods when data for hole A are not included. The larger
prediction error for hole A is due to the inadequate �slow� imaging
speed for this shallow depth; thus, it is not indicative of the accu-
racy of the methods. In comparison, the ASTM standard accepts a
±5% measurement error for using the pulsed thermography
method to measure thermal diffusivity �23�, where the 3D effect is
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not present and detector noise is easy to handle because data re-
duction involves only an interpolation �no subtraction or differen-
tiation� operation.

4 Conclusion
Determination of defect depth by pulsed thermography has

been an important research topic in the last decade. Four repre-
sentative methods were examined in this paper: peak temperature
contrast, peak slope-of-temperature contrast, peak second deriva-
tive of temperature, and least-squares fitting of temperature. We
developed the fundamental theories for the first three methods that
allowed for derivation of new and verification of existing empiri-
cal correlations. Based on the theories, we determined that the
peak temperature contrast method is inherently unable to deter-
mine defect depth. The other three methods can be used to deter-
mine defect depth and approach exact solution under ideal 1D
heat-conduction conditions. The evaluation of the performance
and accuracy of these three methods is based on a set of flash
thermography data obtained with a ceramic composite flat plate
that contains several machined flat-bottom holes to simulate
delamination defects. Results of the theoretical and experimental
analyses for these three methods are summarized below.

Theoretical results show that, in the peak-slope method, the
peak-slope time is proportional to the square of the defect depth
when this depth is less than half the thickness at the reference
location. When defect depth is deeper, the proportionality constant
depends on the reference thickness. The peak-slope value of the

temperature contrast is also a unique function of the thickness
ratio between the defect and the reference. It decreases rapidly
and monotonically with the ratio. Based on experimental results,
the peak-slope time can be used to determine defect depth with
good accuracy. The predicted depth based on the peak-slope time
is slightly shallower than the real depth, when 3D heat conduction
becomes dominant. On the other hand, the peak-slope value is
significantly affected by the 3D heat conduction effect and the
method used to smooth the experimental noise. When processing
thermography data, the requirement of using a reference tempera-
ture makes this method less robust for samples with complex de-
fect structures. In addition, this method cannot be used to deter-
mine depth that is comparable to the reference thickness.

In the peak second-derivative method, the peak second-
derivative time is uniquely proportional to the defect depth �or
sample thickness� squared. The peak second-derivative value in
log-log scale �d2�ln T� /d�ln t�2� is a constant, 0.47366. The accu-
racy of this method for depth prediction from experimental data is
similar to that of the peak-slope method. However, because no
temperature reference is required for data processing, this method
is more reliable and can be easily automated.

In the least-squares fitting method, a theoretical expression is
used to model the temperature decay at each surface point, which
converges to the best fitting when a correct defect depth is used. It
is demonstrated that finite flash duration and 3D conduction effect
can be directly built into the theoretical model. Based on experi-
mental results, this method can better predict defect depth when
the 3D conduction effect is significant. It is also less sensitive to
experimental and system noise because the data processing does
not involve differentiation operations. Similar to the peak second-
derivative method, this method can predict defect depth or sample
thickness and data processing can be easily automated.
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Nomenclature
A � temperature amplitude, K
C � specific heat, J /kg K
D � diameter, m
f � flash energy change with time, W/m2

L � depth or thickness, m
Q � absorbed flash energy, J /m2

t � time, s
t1/2 � half-rise time, s

t2 � peak second-derivative time, s
ta � time scale �=L2 /2��, s
tb � time scale �=3L2 /2��, s
s � temperature slope, K/s
T � temperature, K

�T � temperature difference, K
V � dimensionless temperature

�V � dimensionless temperature difference
�V� � dimensionless temperature difference at infinity

time
y � thickness ratio

Greek Symbols
� � thermal diffusivity, m2/s
� � density, kg/m3

	 � flash duration, s
� � dimensionless time

Subscripts
c � peak contrast
r � reference

Fig. 14 „a… Comparison of predicted and measured depths
and „b… prediction error as function of depth for three thermog-
raphy methods
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s � peak slope
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Model Validation: Model
Parameter and Measurement
Uncertainty
Our increased dependence on complex models for engineering design, coupled with our
decreased dependence on experimental observation, leads to the question: How does one
know that a model is valid? As models become more complex (i.e., multiphysics models),
the ability to test models over the full range of possible applications becomes more
difficult. This difficulty is compounded by the uncertainty that is invariably present in the
experimental data used to test the model; the uncertainties in the parameters that are
incorporated into the model; and the uncertainties in the model structure itself. Here, the
issues associated with model validation are discussed and methodology is presented to
incorporate measurement and model parameter uncertainty in a metric for model vali-
dation through a weighted r2 norm. The methodology is based on first-order sensitivity
analysis coupled with the use of statistical models for uncertainty. The result of this
methodology is compared to results obtained from the more computationally expensive
Monte Carlo method. The methodology was demonstrated for the nonlinear Burgers’
equation, the convective-dispersive equation, and for conduction heat transfer with con-
tact resistance. Simulated experimental data was used for the first two cases, and true
experimental data was used for the third. The results from the sensitivity analysis ap-
proach compared well with those for the Monte Carlo method. The results show that the
metric presented can discriminate between valid and invalid models. The metric has the
advantage that it can be applied to multivariate, correlated data.
�DOI: 10.1115/1.2164849�

Keywords: model validation, uncertainty

1 Introduction

As the ability to model complex physical processes increases,
and our dependence on the associated experimental testing de-
creases, the need to develop rigorous model validation methodol-
ogy becomes more critical. Because the phrase “valid model” has
different meanings to different developers/users, one must main-
tain some flexibility as to what is considered a valid model. For
example, some workers consider a model valid only if it correctly
and fully represents the processes being modeled. For others, a
model is valid if it is “good enough” for the application at hand.

The phrase “correctly and fully represents the process being
modeled,” at first, appears to be reasonable and more rigorous
than “good enough.” But one must remember that the ability to
test models against experimental data is generally limited. Often,
one can only perform experiments over a limited range of condi-
tions due to practical constraints. The experiments may represent
simplified approximations to the anticipated application of the
model because one often does not know what the true field con-
ditions will be, and these conditions can often only be approxi-
mated in the laboratory. In addition, one often uses simplified
geometries for tests performed in the lab rather than the applica-
tion geometries to provide more control.

Experiments contain uncertainties in the measurements, and the
associated predictive models contain uncertainties in their param-
eters, such as thermal properties, boundary, and initial conditions.
Because of these uncertainties, differences will exist between the
model predictions and the experimental observations, even for
perfect models. One should define measures of model validity to

establish consistency between the model predictions and the ex-
perimental measurements in the presence of this uncertainty.

As more complex and multiscale physical processes are mod-
eled, our ability to fully resolve the physics generally decreases.
For example, thermal contact resistance depends on the microge-
ometry of the interfacial surfaces, contact pressure, and the effect
of temperature on thermal induced distortion. Contact locations
may be limited to small regions of the overall object or an assem-
bly �for example, joints in an assembly�. Generally, the grid reso-
lution required to physically model the contact interfaces are
much smaller than those at which we can practically model the
entire assembly or component. In this case, we may not be able to
correctly and fully represent the physics of thermal contact resis-
tance, but only able to represent this resistance through some sim-
plified approximation. Thus, the question of what constitutes
“good enough” arises again.

Another area for which judgment is required is when the model
is used away from the conditions at which it was tested. Gener-
ally, one speaks of model interpolation as using the model within
the range of conditions for which it was tested, and model ex-
trapolation as using the model outside this range. In either case,
the model is used under conditions for which it was not tested,
and judgment must be made as to the validity of the model under
these conditions.

As the previous discussion indicates, the validation of models
against data requires judgment. The presence of uncertainty in the
validation exercise complicates the process. A search of the
SciSearch Plus scientific article database �ISI �1�� reveals a sig-
nificant amount of research on model validation. Investigation of
this research suggests that to most authors, model validation is the
comparison of model predictions to experimental observations
through graphical means. The impact of experimental and/or
model uncertainty on these comparisons is generally ignored. A
general literature review on model validation is provided by
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Oberkampf and Trucano �2� and Oberkampf et al. �3�. Additional
literature on statistical methods in model validation is discussed
by Hills and Trucano �4�. In recent years, there has been an in-
creased emphasis on using statistical methodology to characterize
experimental and/or parameter uncertainty in the comparisons be-
tween experimental data and model predictions. Examples of such
methodology include the work by Dowding et al. �5�, Easterling
�6�, Rutherford and Dowding �7�, and the series of reports by Hills
and Trucano �4,8,9�, Hills and Leslie �10�, and Hills et al. �11�.
Overviews of validation approaches for complex engineering ap-
plications are provided by Trucano et al. �12,13�.

Warren-Hicks et al. �14� explicitly discuss the role of uncer-
tainty in model validation. They argue that prediction uncertainty
must be used in the comparison of prediction to observation. Oth-
erwise, complex models can easily fail validation tests simply due
to the uncertainty in their parameters rather than due to some
structural defect in the model. Warren-Hicks et al. point out that
typical estimators of model accuracy are mean squared error,
paired t statistics, and correlation statistic. They state that “While
these statistics may or may not be valid indicators of statistical
accuracy, a larger issue arises in that these statistics do not reflect
the uncertainty in model use, such as the decisions made in model
calibration, model structure, or choice of time step.” They argue
that “. . . a simple comparison of observations and predictions is a
naïve approximation of the usefulness of the model or the ex-
pected inferences that can be drawn from the model output.”

Warren-Hicks et al. discuss the use of classical statistical indi-
cators, such as the paired t test, which use the variance in the
differences between measurements and predictions as the test sta-
tistic. This estimate of uncertainty is appropriate only if the ex-
perimental data truly represents all sources of uncertainty, such as
multiple builds of the experimental apparatus, manufacturing lot-
to-lot differences of the materials, and uncertainties in boundary
conditions over repeated independent experiments. They argue
that an appropriate method to account for these effects, if not
reflected in the data, is to use the Monte Carlo method to propa-
gate these uncertainties through a model. This allows one to
model important sources of uncertainty that may not be reflected
in the validation experiments. Of course, one must have sufficient
knowledge to adequately characterize these sources for use in a
Monte Carlo analysis.

Warren-Hicks et al. �14� quantify model validity by measuring
the percentage of the probability density function for the predicted
measurement that lies below and above the experimental observa-
tions. When the measured value is “near the center” of the pre-
dicted distribution, the model is considered to be accurate. When
the measured value is in the lower or upper portions of the pre-
dicted distribution, the model is considered to be less accurate. If
the entire distribution is below or above the measured value, the
model is considered to be inaccurate. No guidance as to what
constitutes “near the center” of the distribution or how to measure
this distance is given.

A thoughtful tutorial of model validation is provided by Rober-
son �15�. He separates model validation into several components
as follows: Conceptual model validation is the determination “that
the scope and level of detail of the proposed model is sufficient
for the purpose at hand, and that any assumptions are correct.”
Data validation is evaluating “that the data required for model
building, validation and experimentation are sufficiently accu-
rate.” White-box validation is evaluating whether “the constitutive
parts of the computer model represents the corresponding real
world elements with sufficient accuracy.” Black-box validation is
“determining that the overall model represents the real world with
sufficient accuracy.” Experimental validation is “determining that
the experimental procedures adopted are providing results that are
sufficiently accurate.” Solution validation is “determining that the
results obtained from the model of the proposed solution are suf-
ficiently accurate.” Solution validation takes place after the de-
signed product is complete. It is a comparison of the final perfor-

mance of the product to the predicted performance. Guidance of
what constitutes or how to measure “sufficiently accurate” is not
addressed.

The purpose of this paper is to provide a brief overview of
issues associated with model validation in the presence of mea-
surement and model parameter uncertainty. Multivariate statistical
methods are used to develop a model validation metric. Examples
using valid and invalid models are presented.

2 Uncertainty
There are multiple sources of uncertainty in model validation

exercises. Sources include:

1. Measurement uncertainty �i.e., noise and bias�,
2. Uncertainty in the model parameters �i.e., those that de-

fine the properties, geometry, initial and boundary condi-
tions�, and

3. Uncertainty associated with the appropriate model form.

Other forms of uncertainty include:

4. Model uncertainty associated with truncation error �i.e.,
lack of convergence�, and

5. Model uncertainty due to coding or algorithmic error
�i.e., verification�.

Experimentalists often distinguish between measurement noise/
bias due to diagnostic error �i.e., instrumentation noise, bias due to
heat conduction through thermal couple leads� and uncertainty/
variability in the system being tested. For example, some manu-
facturing lot-to-lot variability in thermal properties is often ex-
pected. For heterogeneous materials such as foams, one might
expect that the lot-to-lot variability, as well as the spatial variabil-
ity within a single sample, to be dominant sources of uncertainty.
There will also be variability/uncertainty in the actual boundary
conditions applied. Because these uncertainties are present, one
should not expect that a model will provide predictions that pass
directly through the experimentally observed data, even for a per-
fect model.

While we would like to use fully converged and fully verified
models when performing validation tests �items 4 and 5�, such
expectations are not always reasonable for complex, multiphysics
models. For example, if a validation experiment includes a three-
dimensional multicomponent system, one may not be able to solve
on a sufficiently dense computational grid so that the physics of
contact resistance due to thermal distortion at interfaces is fully
resolved, while modeling the entire system. However, one may be
able to bound the effect.

The uncertainty addressed in item 5 is associated with model
verification, the evaluation of whether the numerical implementa-
tion of the algorithm represents the mathematical equations being
modeled. There are some who suggest that a computer code
should be fully verified before it is used for model validation
experiments. Our contention is that for very complex, multiphys-
ics codes, this expectation is not reasonable. The probability of
finding all errors in hundreds of thousands of lines of code is not
100%, and one should accept the idea that careful analysis of
model validation experiments will occasionally lead to the discov-
ery of such errors.

Generally, as system complexity increases, the number of
model parameters increase as does their uncertainty. For example,
in mechanical systems undergoing dynamic excitation, joint fric-
tion can play a major role near resonance. Joint friction is very
difficult to model and often is simulated through simple models
with calibrated constants. In thermal systems containing conduc-
tion solids, thermal contact resistance between components �or on
boundaries� can possess significant uncertainties. Radiation prop-
erties such as emissivity, absorptivity, and reflectivity are difficult
to specify for components undergoing aging and add considerable
uncertainty to the modeling process. Rather than specifying these
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parameters deterministically, the uncertainty in these parameters
can be represented through the use of probabilistic/possibilistic
models. Often this requires soliciting expert opinion to specify the
corresponding models for uncertainty. Given such models, one
can propagate this uncertainty through the physics model to obtain
estimates of uncertainty of the predictions. Such complex systems
are often the systems that one wishes to model. Because of this,
focus of this paper is on the evaluation of models against experi-
mental data, given our best characterization of the model param-
eter and experimental uncertainty.

Here we distinguish between two types of model validation.
The first is scientific validation—the evaluation of whether model
predictions are consistent with experimental observations, within
the characterized uncertainties associated with measurement error
and model parameter uncertainty. This approach to model valida-
tion evaluates whether that the uncertainties associated with
model form, truncation error, and uncharacterized uncertainty, are
small compared to the effects of characterized experimental and
parameter uncertainty.

The second type of model validation is engineering validation.
In this case, one tests whether the model predictions are consistent
with the experimental observations, within bounds that are larger
than those associated with experimental and model parameter un-
certainty. For example, one may be satisfied if a model overpre-
dicts heat flux from a surface if such an overprediction is of ac-
ceptable magnitude. This overprediction may be due to model
form error, model approximation error, or truncation error.

In the present work, we restrict our attention to scientific vali-
dation. Engineering validation is a very important component of
model validation since one often uses approximate models to pre-
dict or bound behavior. Multivariate engineering validation is
more difficult because one typically must deal with one or more
one-sided estimates of significance. The focus on scientific vali-
dation in the present paper allows fundamental ideas to be intro-
duced which can be extended to engineering validation �4�.

3 Metrics

3.1 Background. To quantitatively test for model validity,
some measure of the quality of the model predictions is required.
Here we begin with the comparison of n model predictions to n
experimental observations. This is shown graphically in Fig. 1. �1
represents the first measurement/prediction, �2 the second, and so
on. Note that this figure represents a n dimensional space for the n
measurements, with the n measurements and the n model predic-
tions represented by two points. Since measurement and model
parameter uncertainty always exists, one cannot expect these

points to align. Given these two points, one asks: Are the points
sufficiently far apart so that one has sufficient evidence to reject
the model as valid?

To answer this question, some measure of distance is needed.
An obvious choice is to use a simple Euclidian distance, i.e., the
square root of the sums of squares of the differences between the
model predictions and the experimental observations. A problem
with this choice is that it may not represent the important effects
of correlation structure induced by the model.

Figure 2 adds the effect of model parameter uncertainty and
measurement uncertainty. Note that concentric ellipsoids are
shown to represent measurement uncertainty and a more complex
shape for the model prediction. The contour surfaces are taken to
be isoprobability density function �PDF� surfaces. Independent
measurements with normal probability density functions and uni-
form variances result in spheroidal iso-PDF surfaces. The case
shown in Fig. 2 for the measurements indicates that the variances
are not uniform for each measurement, as indicated by the ellip-
soids for the iso-PDF surfaces. The inclined major/minor axes
indicate that correlation exists between the measurements. Con-
stant PDF surfaces for hypothetical predictions are also illustrated.
A complex shape is shown to illustrate the effects of a highly
nonlinear model.

At first look, one may be tempted to evaluate model validity
based on the overlap of the PDF for the prediction and the PDF
for the measurements. This process can be simplified by taking the
differences between the model predictions and the experimental
observations and considering the PDF for the differences. Iso-PDF
surfaces for the differences are illustrated in Fig. 3. Note that the
uncertainty in the differences is plotted around the model predic-
tions. One can also plot these around the measurements. This
figure suggests that one can use the iso-PDF surfaces to measure
distance rather than simple, unweighted Euclidean distance. This
has the effect of accounting for the structure of the uncertainty. In
the case shown, the measurement is within the visible cloud, but
near its boundaries. For example, assume that the cumulative
probability within the dashed contour surface represents 95% of
the total probability �i.e., 0.95�. One can say that 95% of the
realizations of this validation experiment would result in the ob-
served measurement lying within or on the surface defined by the
dashed surface for a valid model. Conversely, one would expect
5% of the realizations of the validation experiments to result in
the measurement point outside or on this surface, for a valid
model. If, in the spirit of providing the benefit of doubt to the

Fig. 1 Experimental observations and model predictions

Fig. 2 Uncertainty in the measurements and the model
predictions
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model, one does not reject the model unless one has less than a
5% probability of rejecting a valid model, then the observed mea-
surement point would be required to lie outside the dashed surface
for the model to be rejected.

This approach to the evaluation of distance requires that the
uncertainty in the parameters can be estimated and propagated
through the model. For problems with more than a few measure-
ments, this process is very computationally expensive and re-
quires many function evaluations to adequately resolve the iso-
PDF surfaces. Here we approximate this process to first order
using a sensitivity analysis. The effect of this approach is the
iso-PDF surfaces of Fig. 3 are approximated by hyperellipses. A
Monte Carlo analysis will be used to evaluate the quality of the
first-order analysis for several specific applications.

In the above discussion, a significance level of 5% was used as
an example of a significance level at which a model may be re-
jected as valid. This level of significance gives a large “benefit of
doubt” to the model. There is no standard as to what the level of
significance should be used to reject a model. Lacking other input,
such as probabilistic based design specifications, we suggest the
following only as guidance:

1. One has confidence in the model, to the level of modeled
uncertainty of the validation exercise, if the differences
between the model predictions and the experimental re-
sults are within a significance level of 33% �approxi-
mately one standard deviation for a normal distribution�.

2. One has lower confidence in the model, but not sufficient
evidence to reject the model as valid, if the differences
are between significances levels of 33% and 5% �be-
tween approximately one and two standard deviations�.

3. The model is rejected if the significance level is less than
5%.

We restate that these are suggested measures of “good enough”
in the lack of additional design constraints. Models that meet cri-
teria 1 �or 2� have been tested only to this level of uncertainty, for
this particular set of conditions, and should not be considered
“good enough” if the application requires less uncertainty in the
predictions �for example, as defined by regulatory requirements�,
or if the application occurs under significantly different condi-
tions. In the case of items 2 and 3, further investigation of the
model should be performed to evaluate the cause of the
discrepancy.

In the above example, a model is rejected if the point corre-
sponding to the measurement vector lies outside the 95% prob-

ability contour �i.e., at the 5% significance level� of Fig. 3. Five
percent of all predictions from a valid model lie outside the con-
tour. There is thus a 5% probability of rejecting a valid model.
Rejecting a valid model is referred to as Type 1 error �16�. The
probability of committing this error can be reduced by reducing
the significance at which the model is rejected to a smaller num-
ber, say 1%. Unfortunately, as the probability of rejecting a valid
model decreases due to a reduction in this significance level, the
probability of failing to reject an invalid model increases. Failure
to reject an invalid model is referred to as a Type 2 error �16�. One
would like to choose a statistical test that minimizes the probabil-
ity of a Type 1 error, while minimizing the probability of a Type 2
error. In other words, one would like to choose a statistical test
that minimizes the probability of rejecting a valid model while
maximizing the probability of rejecting an invalid model. Gener-
ally, as more data is used, the probability of committing a Type 2
error decreases for a fixed probability of committing a Type 1
error. Multivariate metrics, such as the one defined below have
this advantage, as long as one adequately estimates the correlation
structure for the data.

3.2 The r2 Metric. A metric which accounts for some of the
structure of the uncertainty is the weighted least squares metric
defined as follows:

r2 = �Xmodel − Xexp�T�cov−1�Xmodel − Xexp���Xmodel − Xexp� �1�

where Xmodel is the vector of model predictions and Xexp is the
corresponding vector of experimental observations. The matrix
cov�Xmodel−Xexp� is the covariance of the differences between the
model predictions and the experimental observations. These
predictions/observations may be at different times, different spa-
tial locations, and may even represent different quantities such as
temperature and pressure. Geometrically, Eq. �1� defines a
n-dimensional hyperellipse for constant values of r2. The advan-
tage of this metric is it measures distance based on the correlation
structure of uncertainty in the model predictions and the experi-
mental observations. Because this equation defines a hyperellipse,
values for constant r2 may only approximate the true shape of
constant PDF contours as illustrated in Fig. 3.

While the metric defined by Eq. �1� is familiar to those who
work in parameter estimation, the evaluation of the covariance
matrix is not trivial for complex predictive models. The covari-
ance matrix for the differences between model predictions and the
experimental observations is the sum of the covariance matrices
for each, if the uncertainties in the measurements are independent
of the uncertainties in the model predictions.

cov�Xmodel − Xexp� = cov�Xmodel� + cov�Xexp� �2�

To approximate the uncertainty in the model predictions due to the
uncertainty in the model parameters, a multivariate, first-order,
sensitivity analysis presented by Hills and Trucano �8� is used
here. This analysis begins by relating changes in model prediction
X�t� at the discrete times �can also be at discrete spatial locations,
or both� t= t1 , t2 , . . . , tn, to perturbations in the model parameters
from their mean.

X = X0 + ��X�� �3�

where

X = �
X1

X2

�
Xn

�, X0 = �
Xm1

Xm2

�
Xmn

�, �� = �
�1 − �m1

�2 − �m2

�
�p − �mp

� �4�

The subscript m indicates that the quantity is evaluated at the
mean value of the parameter. Equation �3� represents n measure-
ments for a model with p parameters. The sensitivity matrix �com-
posed of the sensitivity coefficients� is given by

Fig. 3 Combined uncertainty
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The covariance matrix for the model predictions for Eq. �2� can
now be estimated using the first-order sensitivity analysis �see �8��

cov�Xmodel� = ��X cov������X�T �6�
Equations �2� and �6� are used in Eq. �1� to define the metric. This
metric weights distances by the inverse of the uncertainty and
accounts for correlation that exists between the differences. Such
correlation is normally present due to parameter uncertainty in the
model. If the differences are normally distributed, then constant r2

hyperellipses defined by Eq. �1� do indeed represent constant PDF
surfaces, given the correct estimate for the covariance matrix of
the differences. This metric is demonstrated in the following sec-
tions.

4 Example Applications
Three example applications are presented. In the first, a nonlin-

ear model �Burgers’ equation �17�� is used to generate simulated
experimental data. The simulated data includes noise in the mea-
surements and uncertainty in the model parameters to represent
experimental uncertainty due to noise and unit-to-unit variation.
The model is then tested against the data. One should expect that
the validation methodology presented should show the model as
valid as the data generated was from the same model.

To demonstrate the methodology for a model known to not be
valid, the convective-dispersive equation �C-D� is used to model
the experimental data obtained from the first case. Since the C-D
equation is linear and Burgers’ equation is not, this test case
should result in the failure of the model, given sufficient data.

In the third test case, a simple thermal contact resistance model
is tested using experimental observations taken from a thermal
contact experiment. Since the experiment was carefully con-
trolled, one may expect that the contact resistance should be well
modeled.

4.1 Simulated Data for Burgers’ Equation. For the first two
applications, the “true” model is taken to be Burgers’ equation. In
contrast to the linear convective-dispersion equation for which
steep gradients �or fronts� diffuse over time, the solution of Bur-
gers’ equation results in a moving front which evolves toward a
steady shape.

Consider Burgers’ equation with the following initial and
boundary conditions:

�c

�t
= D

�2c

�x2 − U
�c2

�x
= D

�2c

�x2 − 2Uc
�c

�x
, 0 � x � 10, 0 � t � 2.5

�7�

c�x,0� = �1, 3 � x � 4

0, otherwise
�8�

c�0,t� = c�10,t� = 0 �9�

D and U are constants in time and space, but contain uncertainty.
An alternative form of the right-hand side of Burgers’ equation is
also provided in Eq. �7� for reference. Note that the last term in
Eq. �7� represents convection with a c dependent effective veloc-
ity. Assume, for illustration, that D and U are uncorrelated and
normally distributed with the following means and standard de-
viations:

Dm = 0.08 �10a�

Um = 1.0 �10b�

�D = 0.008 �11a�

�U = 0.1 �11b�
This uncertainty reflects the uncertainty in the model parameters
for a particular realization of a model validation experiment. The
time and spatial domain were chosen so that during the simulation
period, the convecting pulse does not reach either boundary. As-
sume that the quantity of interest is the front on the right side of
the pulse. Here the front location X is defined as that location for
which c=0.25 on the leading edge of the front.

To generate a simulated set of measurements, a normally dis-
tributed realization of D and U using the statistics defined by Eqs.
�10� and �11� is generated; Burgers’ equation is evaluated numeri-
cally using this parameter realization; the location of the leading
edge at c=0.25 is evaluated as a function of time from the pre-
dictions; and noise is added to simulate measurement noise. Here
the measurement noise is assumed to be normally distributed, with
a mean of zero, and a standard deviation of

� = 0.05 �12�
To minimize the effect of numerical diffusion, Eqs. �7�–�9� were
solved numerically using an operator splitting technique. Equation
�7� was split into a strictly convective equation and a dispersive
equation for each time step �Hills et al. �18��. The resulting con-
vective equation was solved using the second-order total-
variation-diminishing �TVD� scheme of Roe and Sweby com-
bined with a Superbee limiter �Roe �19,20�, and Sweby �21��.
Comparison of this method with other shock-capturing methods,
as applied to Burgers’ inviscid equation, is presented by Yang and
Przekwas �22�. Equation �7� was solved using spatial and tempo-
ral discretizations of �x=0.1 and �t=0.02, respectively. Reducing
the time step by a factor of 50 and the spatial step by a factor of
2 resulted in a shift in the predictions that were within 0.2% at t
=0.1 and 0.04% at t=1.0. A more rigorous convergence analysis
on the numerical algorithm was not performed since the purpose
of this exercise was to generate simulated measurements that con-
tained uncertainty. Simulated experimental data were generated on
0.05 time increments from t=0.0 to t=2.5 for a total of 51
measurements.

Figure 4 illustrates two realizations of the simulated experimen-
tal measurements along with the predictions of Burgers’ equation,
evaluated at the mean values of the parameters. These simulated

Fig. 4 Simulated experimental measurements; X_mean– pre-
diction based on mean model parameters; X_exp_1, X_exp_2–
simulated experimental data for realizations 1 and 2,
respectively
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experimental data are used to test several models in the following
sections. Uncertainty bars showing ±2� of the measurement noise
are included. Note that the measurement standard deviations used
here �Eq. �12�� result in noticeable variability in the simulated
measurements. Significant variability in the simulated measure-
ments exists due to the inclusion of the model parameter uncer-
tainty to represent unit-to-unit variability.

4.2 Burgers’ Equation. The metric defined by Eq. �1� can
now be used to test Burgers’ equation against the simulated data.
For this case, the covariance matrices of the model parameters and
the experimental observations are �see Eqs. �2� and �6��.

cov	D

U

 = cov��� = �0.0082 0

0 0.12 � = �0.000064 0

0 0.01
�

�13�

cov�Xexp� = �
0.052 0 ¯ 0

0 0.052
¯ 0

� � � �
0 0 ¯ 0.052

� �14�

Time dependent measurement uncertainty can be easily addressed
by using the corresponding time dependent variances in Eq. �14�.
Some numerical noise was found to be present in the numerical
solution of Burgers’ equation due to the use of the TVD limiter.
Because of this, the sensitivity matrix was not approximated
through finite differences. Rather, the following quadratic �Eq.
�15�� was fitted to the predicted front location as a function of the
parameters using the following eight points �Eq. �16�� by least
squares for each measurement time. The gradient was analytically
evaluated for each of the resulting n quadratics at D=Dm and U
=Um. Note that these points were taken somewhat toward the tails
of the probability distributions since one is interested in the be-
havior of the models out to these points �see discussion near the
end of Sec. 3.1�.

X�ti,D,U� − X�ti,Dm,Um� = a1iD + a2iU + a3iD
2 + a4iDU

+ a5iU
2, i = 1,2, . . . ,n �15�

�D − Dm

U − Um
� = ��D

0
�, � 0

�U
�, �− �D

0
�, � 0

− �U
�, ��D

�U
�,

�− �D

�U
�, � �D

− �U
�, �− �D

− �U
� �16�

Using the above fitted approximations with both sets of data to
evaluate Eq. �1� give

X_exp_1: r2 = 54.64 �17�

X_exp_2: r2 = 66.95 �18�

If the differences between model predictions and experimental
observations are normally distributed, and if the covariance matrix
for these differences is adequately represented by Eqs. �2� and �6�,
r2 will be distributed as a �2�df� distribution where df is the de-
grees of freedom. For now, normally distributed differences will
be assumed. The possible case of non-normally distributed differ-
ences will be addressed shortly. In this case, there are 51 differ-
ences, corresponding to the 51 measurements, with known vari-
ances. Since no parameters were estimated in this process, the
total degrees of freedom is 51. Given the �2�51� distribution, the
probabilities of obtaining r2=54.64 and 66.95 or larger �i.e., sig-
nificance� are �23�

X_exp_1: P�r2 � 54.64� = 0.338 �19�

X_exp_2: P�r2 � 66.95� = 0.066 �20�

Thus, given the models for uncertainty in the model predictions
due to parameter uncertainty, and in the uncertainty in the mea-
surements, the probability of a valid model given this large or
larger value in the weighted distance squared is 33.8% for data set
1 and 6.6% for data set 2. This is more significant than the 5%
specified earlier to outright reject a model. One can thus say that
the data do not provide sufficient evidence to reject the model as
valid. This is not surprising since this model was used to generate
the simulated data. In the present work, the random realization of
the model parameters for X_exp_2 was intentionally chosen such
that the results would lie in the tails of the distribution, as indi-
cated by Eq. �20�, to illustrate the effect of low probability experi-
mental outcomes. Only 6.6% of realization of the simulated vali-
dation experiments will result in a larger r2 for a valid model.

What is the impact of the assumption of local linearity and
normal differences? To evaluate this assumption, a Monte Carlo
analysis of the problem was performed. The analysis was com-
prised of the following steps:

1. Generate a random realization of the parameters and the
measurements noise using random number generators for
the normal distributions defined by Eqs. �10�–�12�.

2. Solve Burgers’ equation for these parameters and add the
measurement noise to the results. Note that this produces
one realization of the 51 measurements for an experi-
ment.

3. Repeat steps 1 and 2 sufficient times to resolve the dis-
tribution of front location as a function of time. We found
that 100,000 realizations resulted is reasonably smooth
quantiles as evidenced in the following results.

4. The iso-PDF curves for several slices of the 51-
dimensional hyperellipse are evaluated using the MATLAB®

convex hull routine convhull �23� from the realizations
generated above. A convex hull for a two-dimensional
slice of data is the polygon with the fewest segments
whose vertices pass through the outermost points of the
data set. We take this polygon as an approximation to the
outermost iso-PDF curve. The points defining the poly-
gon are then peeled away and a new polygon is evalu-
ated. This process is repeated until we have peeled away
all of the points. By counting points in each layer of the
convex hull, we can estimate the cumulative probability
within each hull. While this process is practical for two-
dimensional slices, it is computationally very expensive
for the full 51-dimensional set of points.

Because the above process is applied to two-dimensional slices
of the full 51-dimensional space, each slice possesses only two
degrees of freedom.

Comparison of the quantile plots, evaluated through the Monte
Carlo procedure, to the corresponding ellipsoids obtained from the
linear analysis are shown in Fig. 5. The equation for the linear
analysis ellipsoids are �see Eq. �1��

rc
2 = �Xmodel − X�T�cov−1�Xmodel − Xexp���Xmodel − X� �21�

where rc
2 is a constant for each ellipsoid with values defined by the

�2�2� distribution for the two-dimensional slices �i.e., only two
degrees of freedom�. Specifically

P�r2 � rc
2� = 0.05, rc

2 = 5.992 �22�

P�r2 � rc
2� = 0.25, rc

2 = 2.773 �23�

P�r2 � rc
2� = 0.50, rc

2 = 1.386 �24�

P�r2 � rc
2� = 0.75, rc

2 = 0.575 �25�

The results illustrated in Fig. 5 indicate that �1� the slices of the
hypervolume do result in PDF’s that appear to be ellipsoidal, �2�,
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the major axis of each ellipse is inclined indicating that the pre-
dicted front locations are correlated over time, �3� the correlation
becomes stronger at later times indicated by the larger ratio of the
inclined major to minor axes length, and �4� the approximation of
the quantiles developed from the sensitivity analysis matches
those of the Monte Carlo results well. The terms in the covariance
matrix for the differences between prediction and observation as
estimated using the Monte Carlo method and estimated using the
sensitivity analysis, were found to be within 4%, 3%, 1%, and 1%
for the data addressed in the upper left, upper right, lower left, and
lower right subplots of Fig. 5, respectively. The impact of corre-
lation on a measure of distance between the model prediction and
the experimental observation can be seen in this figure. Because
the measure quantity is positively correlated over time �the major
axis has a positive slope�, one expects that a model that over
predicts front location at one time will tend to over predict front
location at an adjacent time. Because of this, one should not in-
terpret significant differences between prediction and observation
at two adjacent points in time �or points spaced as far apart as is
illustrated in Fig. 5� as providing two independent points of evi-
dence for model validity. The definition of the metric in terms of
the ellipsoids of Fig. 5 accounts for correlation by warping the
measure of distance appropriately.

The Monte Carlo evaluation of the significance based on con-
stant PDF surfaces is very expensive computationally since the
shape of the convex hull which passes through the experimental
observation vector must be determined for the 51-dimensional
space. Rather than performing this very impractical analysis for
significance, the significance of r2 defined by Eq. �1� is evaluated
using the covariance estimated directly from the Monte Carlo re-
alizations. This is done as follows:

1. Estimate the mean vector of length 51 for the realizations
of the simulated measurements for the 51 measurement
times, and the corresponding 51�51 covariance matrix
from the realization of the measurements described

above. This process defines the cov�Xmodel−Xexp� term in
Eq. �1� and is considerably less computationally expen-
sive than evaluating convex hulls in the 51-dimensional
space.

2. Evaluate r2 for the difference between the mean of the
simulated measurements and the experimental measure-
ments using Eq. �1�.

3. Evaluate the r2 for the difference between each of the
realizations of the simulated measurements and the
mean, and count those that have a r2 greater than that
observed from step 2. The fraction of those realizations
with a r2 greater than that observed for the model �step 2�
represents the significance that the r2 of observed experi-
mental measurements came from the population of real-
izations of the simulated measurements, assuming the
model is valid.

For nonlinear problems which lead to non-normal distributions
for the differences, the interpretation of r2 is slightly different. As
for the normal case, r2 represents the weighted Euclidian norm
where the distances are weighted by the inverse of the covariance
matrix. However, in contrast to the normal case, iso-r2 surfaces
may not represent iso-PDF surfaces. The values for r2 and the
corresponding significance were found to be

X_exp_1: r2 = 55.24 �26�

X_exp_2: r2 = 68.07 �27�

X_exp_1: P�r2 � 55.24� = 0.316 �28�

X_exp_2: P�r2 � 68.07� = 0.056 �29�

While these results are close to those presented by Eqs. �17�
through �20�, the differences certainty reflect the nonlinear effects.
The results represented by Eqs. �17� through �20� required that the

Fig. 5 PDF quantiles for front location at various times; 25%, 50%, 75%, 95% quantiles; sen-
sitivity analysis represent by dashed lines; Monte Carlo analysis represented by solid lines;
X_exp_1 and X_exp_2 measurements indicated by a circle and square respectively
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Burgers’ equation be evaluated only nine times.
These comparisons indicate that for this application, little was

gained by fully accounting for the nonlinearities using a Monte
Carlo analysis. Our experience with some nonlinear applications
�see �4�� indicates that the linear approximation works surpris-
ingly well for many applications. Of course, there are cases for
which one should not expect such good performance. These in-
clude problems which are highly nonlinear, such as lightly
damped vibration near resonance, or problems for which the un-
certainty in the model parameters are large relative to the value of
the model parameter. Model validation experiments are often
carefully designed and controlled so that the relative uncertainty
in the model parameters is small.

A first-order analysis that may be suitable for carefully con-
trolled validation experiments may not be suitable for the antici-
pated application of the model as more uncertainty generally ex-
ists for the anticipated applications. A rule-of-thumb approach to
evaluate the suitability of the first-order approximation is to in-
vestigate whether the sensitivity matrix changes significantly over
the parameter range of interest.

4.3 Convective-Dispersive Equation. In the previous case,
we use a model that we knew to be valid. To illustrate the method
for a model for which the physics is known to be inconsistent with
the experimental data developed using Burgers’ equation, consider
the following convective dispersion equation:

�c

�t
= D

�2c

�x2 − V
�c

�x
, 0 � x � 10, 0 � t � 2.5 �30�

with the boundary and initial conditions given by Eqs. �8� and �9�.
A simple explicit finite difference algorithm was used to solve Eq.
�30�, with the convective term approximated through upwinded
differences. The use of this algorithm results in numerical diffu-
sion. As in the case of the approximation for Burgers’ equation, a
detailed convergence study was not performed. As a result, the
model and algorithm contain both nonmodeled physics �i.e., the
convective term in Burgers’ equation is nonlinear in c whereas
here it is linear� and numerical diffusion. Since the purpose of the
present work is to develop validation metrics that apply to models
that invariably contain both numerical approximation and non-
modeled physics, the inclusion of numerical diffusion in our illus-
trative approximate model is not unrealistic. Spatial and temporal
descretizations of �x=0.1 and �t=0.02 were used, respectively.

Clearly, one cannot expect the model parameters from Eq. �7�
to apply to Eq. �30� as the convective term is different. So rather
than arbitrarily choosing these parameters, the Burgers’ data for
0� t�1 from the first realization of the simulated data, X_exp_1,
was used for the nonlinear calibration. The IMSL �24� function
b2pol was used, which is a nonlinear optimization routine that
allows for simple bounds. Specifically, D and V in Eq. �30� were
selected to minimize the sum of the square of the differences
between the measured front location and the predicted front loca-
tion for the first 21 measurements of X_exp_1. The resulting cali-
brated parameters are given below and the resulting model predic-
tions are shown in Fig. 6.

D = 0.1037 �31a�

V = 0.816 �31b�

We now wish to evaluate the effect of model parameter uncer-
tainty on predicted front location to account for the uncertainty
due to different experimental realizations which occur due to the
variation in the parameters from experiment to experiment. Rather
than use the full Monte Carlo analysis demonstrated earlier, a
first-order sensitivity analysis was used. The previously defined
response surface method �see Eqs. �15� and �16�� was used to
evaluate the elements in the sensitivity matrix. Given the sensitiv-
ity matrix, the covariance of the model predictions was estimated
from Eq. �6�

cov�X_cal� = ��X cov������X�T = ��X��D
2 0

0 �U
2 ����X�T

�32�

A common procedure is to estimate the covariance of the param-
eters from the residuals in the regression that lead to Eqs. �31�.
This represents the uncertainty in estimating the mean values for
the parameters for the particular realization of the validation ex-
periment. These estimates do not represent the variability in the
true values of the parameters from experiment to experiment. One
should model the true variability in these parameters across many
experiments rather than use the uncertainty in the estimated mean
values of the parameters from just the single calibration experi-
ment. This requires either prior knowledge of these parameter
distributions, or data from a sufficiently large ensemble of inde-
pendent experiments such that the variability between indepen-
dent experiments is well represented. Prior knowledge of the dis-
tributions of such parameters may be from carefully controlled,
multiple laboratory experiments designed for the evaluation of
constitutive relations, from design specifications of the experi-
mental conditions and materials used, or in some cases, from ex-
pert opinion.

Here prior knowledge for these parameters is assumed. For il-
lustrative purposes, the covariance of the model parameters is
taken to be similar to that used for the Burgers’ equation.

cov	D

V

 = ��D

2 0

0 �V
2 � = �0.0082 0

0 0.12 �
= �0.000064 0

0 0.01
� �33�

The effect of the resulting parameter uncertainty is illustrated
through 95% prediction intervals in Fig. 6. Note that the intervals
grow as a function of time. This behavior is expected because the
uncertainty in predicted front location due to the uncertainty in the
velocity grows linearly with time �i.e., X�t�Vt�.

Note that at later time, the X_exp_2 data lies outside the model-
parameter induced prediction intervals. Using the r2 metric de-
fined by Eq. �1� gives

r2 = �X_cal − Xexp�T�cov−1�X_cal − Xexp���X_cal − Xexp�
�34�

where

Fig. 6 Calibrated convective dispersion equation; X_exp_cal,
X_exp_val – simulated experimental data used for calibration
and validation respectively; X_exp_2 – experiment 2 simulated
data; X_cal – calibrated model
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cov�X_cal − Xexp� = cov�X_cal� + cov�Xexp� �35�
Since two parameters were estimated during calibration, two de-
grees of freedom were lost. In this case, the appropriate distribu-
tion for r2 is the �2�n−2� distribution with the degrees of freedom
equal to the number of measurements n minus the number of
estimated parameters 2.

The corresponding significances of the calibrated model are
listed in Table 1 for various time windows so that the effective-
ness of the calibrated model can be assessed as one moves away
from the calibration times. The significance of r0

2 for the time
window 0-1 for X_exp_1 is not shown. One should not use the
same data for validation that was used for calibration without
additional independent information �as is the case for the data
taken over the 0–2.5 time window�. Note that the significance of
r0

2 decreases with time for time greater than 1.0 for X_exp_1. This
indicates that, relative to the uncertainty in the measurements and
the parameters, there is evidence that the calibrated model be-
comes less effective as time increases. Because the significances
are larger than 5%, the model cannot be rejected outright using the
X_exp_1 data. However, when the full set of X_exp_1 data is
used, the significance is zero �to three significant figures� and the
model is rejected. The statistical test has more power when more
data is used and the test is more likely to reject an invalid model
�i.e., less likely to commit a Type 2 error as discussed earlier�.
This illustrates an important concept in model validation. Suffi-
cient data must be available so that the model can be adequately
tested. Using validation data over a parameter range very close to
that for which the model was calibrated, does not provide a suf-
ficiently independent test for model validity.

The results for X_exp_2 listed in Table 1 indicate that the trend
in significance is not unimodal with time. Because the uncertain-
ties are random, one should generally not expect an unimodal
trend. Comparison of the results for X_exp_1 and X_exp_2 indi-
cates that the significance of r0

2 for several of the time windows
for X_exp_2 is less than the 5% at which one may reject a model.
This indicates that when a model is calibrated to data from one
realization of the experiment, it may not represent the experimen-
tal behavior for another realization of the experiment. When the
X_exp_2 data from the full time window is used, the test resolves
the invalidity of the model with a significance of only 0.5%. As
was the case for the X_exp_1 results, the test has more statistical
power and is less likely to commit a Type 2 error when more data
is used.

Inspection of Fig. 6 indicates that one should expect that the
model should fail for the X_exp_2 data, since much of the data
lies outside the tolerance bounds of the model. What is surprising
is the model also fails for the X_exp_1 data, even though the data
lies within the tolerance bounds. This is because the correlation
structure of the differences between the data and the model pre-
dictions is not consistent with the correlation structure defined by

the sensitivity analysis. Or said another way, one cannot repro-
duce, to first order, the experimental observations using the C-D
equation with a reasonably probable set of model parameters.

4.4 Contact Resistance. In the final example, the covariance
based metric is applied to data derived from a validation experi-
ment performed at Sandia National Laboratories, Albuquerque,
NM. In an effort to study and test models for thermal contact
resistance, an experimental program was supported through the
ASCI Sub-Grid Physics Area and MAVEN. Here a brief overview
of the experiment and the model is provided. Description of the
experimental apparatus is provided in Blackwell, Gill, Dowding,
and Easterling �25�; Emery, Blackwell, and Dowding �26�; with
more details on the contact experiment provided by Voth and Gill
�27�.

The experimental apparatus is illustrated in Fig. 7. Two coaxial
hollow right circular cylinders are pressed together with a known
load to study models for contact resistance. Hollow cylinders were
used to minimize variations in shear stress across the contact in-
terface. The entire assembly was enclosed in an evacuated bell jar
to minimize heat transfer to the environment and to remove
trapped air from the contact interface. Each of the 304 stainless
steel cylinders were instrumented with several vertical columns of
7 T-type thermocouples located on the surface of the cylinders.
The axial locations of these thermocouples are listed in Table 2.
The top cylinder was heated from above and the bottom cylinder
cooled from below. Temperature responses were recorded at one-
second intervals during the transient phase and at 60-s intervals
during the near steady-state phase of the experiment.

Only a small subset of the temperature measurements provide
by Dowding �28� were used here. This data was sampled from the
time trace of data taken from the two thermal couples at station
TC7 as listed in Table 1. The data was sampled at the ten times
shown in Table 3. The readings from the two thermal couples
were averaged, resulting in the average measurements �denoted as
measurements� tabulated in Table 3. Also shown are estimates of
the standard deviation for the average measurements as provided
by Dowding �28�. These were obtained by using temperatures at
similar stations, for each time. The temperatures at stations TC2
and TC13 are also included. These temperatures are used as
boundary conditions for the predictive model. Cubic splines were
used to interpolate between the times shown for TC2 and TC12.
Additional measurements for these points were included to ad-
equately capture the transient nature of the boundary conditions.
Using the temperature measurements at these stations as boundary
conditions reduces the uncertainties associated with contact resis-
tance between the cylinders and the heating and cooling blocks.
This allows one to focus on the contact resistance at the interface
between the cylinders and the heat conduction within cylinders.

The model used to represent the apparatus illustrated in Fig. 7
follows:

	Cp

�T

�t
= k

�2T

�x2 �36�

T�x,0� = 29.67 �37�

T�− 61.7,t� = TC13�t�, Table 3 �38�

T�61.7,t� = TC2�t�, Table 3 �39�

q�0,t� = h�T�0−,t� − T�0+,t�� �40�

where h represents the contact conductance and is assumed to be
a constant. The thermal response of the cylinders was modeled as
one-dimensional transient heat conduction with contact resistance
at the interface. Note that the predictive model used here for con-
tact resistance is very simple and is not the one used by Sandia
National Laboratories in their analysis of this experiment.

Three uncertain model parameters were considered: the thermal
conductivity k, the volumetric heat capacity 	Cp, and the contact

Table 1 Significance of agreement: Calibrated convective-
dispersion equation

Time r0
2 P�r2�r0

2�

X_exp_1
0.0
 t�2.5 96.94 0.000
0.0
 t�1.0
1.0
 t�1.5 6.96 0.541
1.5
 t�2.0 10.55 0.228
2.0
 t�2.5 11.35 0.183

X_exp_2
0.0
 t�2.5 78.39 0.005
0.0
 t�1.0 22.34 0.267
1.0
 t�1.5 23.83 0.002
1.5
 t�2.0 8.74 0.365
2.0
 t�2.5 16.01 0.042

Journal of Heat Transfer APRIL 2006, Vol. 128 / 347

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



conductance h. Values for these model parameters are listed in
Table 4 along with estimates of their standard deviations. The
standard deviations were based on discussions with the experi-
mentalist and were provided by Dowding �28�. The standard de-
viations represent 5% of the thermal conductivity, 2% of the volu-
metric heat capacity, and 10% of the contact conductance.

The uncertainty in the temperature at the boundaries is not ac-
counted for in the present analysis. If this uncertainty corresponds
to uncorrelated noise over time, or correlated noise with a small
correlation time relative to the time for which a significant pulse is
felt in the interior, and if the uncertainty has zero mean �no bias�,
then one may expect that the effect of this uncertainty would be
highly damped for the near contact surface measurements and
small compared to the effects of uncertainty of the measurements
and the thermal properties.

Equations �36�–�40� were modeled using a simple finite differ-
ence algorithm. This algorithm was explicit in time, using cell
centered nodes with 40 equally spaced cells across the spatial
region and a grid Fourier number of 0.2. Reducing the spatial grid
size by half and the time step by 4 resulted in no change in

temperature at station TC7 to four significant figures.
Because the numerical algorithm used for this application does

not suffer from numerically generated noise, finite differences
were used to estimate the elements in the sensitivity matrix. In this
case, center differences were used for each of the three model
parameters with an increment of 0.0001 of the mean value for the
parameter. Increasing the increment size by a factor of 10 did not

Fig. 7 Heat conduction apparatus and computational domain

Table 2 Thermocouple axial locations

Thermocouple
Axial location

�mm�

TC1 61.7
TC2 52.2
TC3 42.7
TC4 33.1
TC5 23.6
TC6 14.1
TC7 4.5
TC8 −4.6
TC9 −14.1
TC10 −23.6
TC11 −33.1
TC12 −42.7
TC13 −52.2
TC14 −61.7

Table 3 Observed temperatures and standard deviation as a
function of time

Time
s

T, TC7
°C

�, TC7
°C

T, TC2
°C

T, TC13
°C

0.0 - - 29.78 29.53
14.8 29.67 0.1536 29.78 29.53
73.8 - - 40.81 29.53
285.7 - - 60.72 29.76
570.7 44.95 0.3565 67.83 31.34
870.6 - - 71.80 33.32
1140.6 53.91 0.3363 74.26 34.65
1440.5 - - 76.33 35.68
1710.5 58.16 0.3216 77.80 36.33
2032.5 - - 78.96 36.89
2332.4 60.44 0.3092 79.32 37.25
2932.3 61.20 0.3124 79.67 37.60
3532.2 61.46 0.3121 79.80 37.73
4132.1 61.57 0.3172 79.84 37.75
4732.0 61.61 0.3189 79.87 37.82
5331.9 61.63 0.3131 79.88 37.84

Table 4 Model parameters and measurement statistics: Nor-
mally distributed uncertainties

Parameter Expected value ��� �

�1 �thermal conductivity, k� 15.06 W/m C 0.753 W/m C
�2 �volumetric heat
capacity, C�

3.912�106 J /m3 C 0.782�105 J /m3 C

�3 �contact conductance, h� 1337.0 W/m2 C 133.70 W/m2 C
d �temperature, T� Listed in Table 3
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change the following results. Double precision was used for all
calculations for this example. Given this estimate for the sensitiv-
ity matrix, the corresponding r2 �Eq. �1�� and its significance for
the differences between the experimental observations and the
model predictions were found to be

r2 = 16.94 �41�

P�r2 � 16.94� = 0.076 �42�
Because first order sensitivity analysis was used, one should in-
terpret the 7.6% significance level with caution since such an
analysis tends to be less reliable near the tails of distributions. A
low value of significance can be due to one or more of the fol-
lowing:

1. A Type 2 error was committed and the model is in-fact,
invalid. See the discussion at the end of Sec. 3.1. This
may be due to the numerical implementation of the equa-
tions, the approximations used for the boundary condi-
tions, and the form of the contact conductance model.
For example, contact resistance is a function of surface
roughness, temperature and its effect on contact surface
distortion, and contact pressure. Voth and Gill �27� sug-
gest that alignment issues between the two cylinders may
exist in this experiment, resulting in 3 dimensional ef-
fects at the interface. They also suggest that there may be
other sources of heat loss not accounted for in the present
model. All of these effects were ignored here.

2. The models for the uncertainty in the model parameters
are not valid. It is not unusual to underestimate uncer-
tainty in model parameters such as contact conductance.
If this is the case here, a larger uncertainty in contact
conductance will result in a larger value for significance.
There may also be other forms of uncertainty that were
not properly accounted for in the present analysis.

3. The model is valid, but this particular realization of the
experiment being fairly rare �i.e., a significance of only
7.8%�.

Because the execution of the model was computationally inex-
pensive, the significance level was reassessed using a Monte Carlo
analysis defined earlier with 10,000 realizations. This procedure
yielded

r2 = 16.97 �43�

P�r2 � 16.97� = 0.076 �44�
The difference between this significance and that obtained from
the first-order sensitivity analysis is zero for the number of sig-
nificant figures shown in Eqs. �42� and �44�. Clearly, the sensitiv-
ity analysis is adequate for this application with this level of
uncertainty.

Finally, a modification of the contact resistance problem is pro-
vided to illustrate the effect of a non-normal distribution. The
parameter that is likely to contain the most uncertainty is contact
conductance. In the previous analysis, the standard deviation for
the contact conductance was assumed to be 10% and the uncer-
tainty is normally distributed. A more conservative estimate for
this parameter would be to assume that the distribution is not
known, but lies within a ±20% range of the mean. A common
approach to use in such a case is to assume all values of the
parameter are equally likely within this range, which corresponds
to a uniform distribution over this range. This has the effect of
assigning more cumulative probability to the tails of the distribu-
tion. Repeating the Monte Carlo process discussed earlier, with a
uniform distribution for the contact conductance �with bounds that
are ±20% of the mean parameter value� and the previously de-
fined normal distributions for the remaining parameters and the
measurements resulted in the following:

r2 = 14.56 �45�

P�r2 � 14.56� = 0.147 �46�
This model for uncertainty in the contact conductance resulted in
twice the significance of the previous example. However, this
larger value for significance still does not meet the level suggested
earlier for good confidence in the model.

Do these results suggest that one can increase the likelihood of
finding a model acceptable by increasing the uncertainty in the
model parameters? The answer is generally yes. However, one
should be careful not to assign unrealistic uncertainty to a param-
eter. Once one accepts a level of uncertainty, one should use this
uncertainty in any predictions made by the model under condi-
tions close to those of the validation experiment. In other words,
the required uncertainty in the target application of the model
should not be less than the uncertainty in the validation experi-
ments as modeled by the probability distributions.

5 Discussion
In the previous sections, we introduced a validation metric

based on the mean and covariance in the measurement and in the
model parameters to quantify the distance between model predic-
tions and experimental measurements in n-dimensional space,
where n is the number of measurements and corresponding pre-
dictions. We demonstrated this metric for �1� a model known to be
consistent with the simulated data, �2� a model known to be in-
consistent, and �3� a model for which the results indicate limited
consistency with the data. The advantage of this metric is it ac-
counts for correlation in the differences between the experimental
measurements and the model predictions. While we applied this
metric to results from single experiments, it can easily be ex-
tended to multiple experiments �Hills and Leslie �10��.

Two approaches were used to evaluate the r2 metric; a first-
order sensitivity analysis and a Monte Carlo analysis. The Monte
Carlo method is generally considered the “gold standard” as this
method is applicable to highly nonlinear problems, can easily ad-
dress different probability distributions, and can provide reason-
able estimates of the distributions near their tails. The primary
disadvantage of the Monte Carlo approach is the large number of
model evaluations required to resolve the distributions, especially
if one must resolve the distributions near their tails. A natural
question one may ask is: How important is the ability to fully
resolve the tails of a distribution in model validation? Unlike risk
assessment, where evaluating risk at very low probabilities is of-
ten the focus of the assessment, some error in the estimate of
significance of the observed value for r2 for a model is somewhat
more acceptable in model validation. Even through one may fail
to reject the model outright when it should be rejected due to this
error, the consequences of this failure will usually be small. This
is because one should suspect the usefulness of a model that re-
sults in low significance for the r2 value and not use the model for
prediction until the source of this result is understood. A related
question is: Why not use 10% significance rather than a 5% sig-
nificance as the cut-off point to reject the model? Although one
may reject a model by the 10% criteria and not by 5% criteria,
both of these significances are small. One should suspect the use-
fulness of the model whether the model was rejected or not. In
either case, the model should not be used until the source of this
small significance is understood, corrected, and re-tested.

The previous example problems were chosen to be simple so
that they could be more easily reproduced by the reader. For such
example problems, one can easily afford to apply the Monte Carlo
approach. However, even in those cases for which the Monte
Carlo approach is used to evaluate r2, we almost always apply the
sensitivity analysis approach as a verification step. For those com-
plex engineering applications for which the use of Monte Carlo
methods may not be practical, approximate methods must be used,
such as through the use of a first-order or higher-order sensitivity
analysis, or through the use of a surrogate model for the full
model.
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Important issues in validation that have not been addressed here
include the following:

1. The work presented here assumed that reasonably char-
acterized models for the sources of uncertainty in the
validation experiment were available. This is clearly not
always the case. For example, validation experiments
may possess systematic bias that is not modeled, such as
occurs due to heat conduction through thermal couple
leads. Often, the only knowledge available about the un-
certainty in the parameters are estimates of the bounds on
these values based on expert opinion. In cases such as
these, one must build and/or improve the models for un-
certainty from experimental observations, often using ex-
perimental observations from the systems level, or use
techniques that allow for less complete information about
the distribution. Bayesian analysis and Dempster-Shafer
theory provide tools to address less complete information
�29–31�.

2. The metrics defined here are appropriate when the appli-
cations of the model are similar to the validation tests.
For complex systems level models, one often performs
validation tests on subcomponents rather than at the full
system level. One may use a suite of validation tests to
evaluate the thermal radiation component and another to
evaluate the convective component. Methodology is
needed to combine results from subcomponent or sub-
model experiments to assess the ability of the system
level model to perform adequately.

3. The validation of approximate models, especially when
used for conditions different from those for which vali-
dation data is available, represents a very difficult but
practical reality. In complex systems, one often uses sub-
models which approximate behavior through representa-
tive surfaces �i.e., curve fits� rather than through funda-
mental physical arguments. Differences between
experimental results and model predictions are expected
in such cases. The method presented here will often find
such a model invalid because the present method does
now allow for a level of discrepancy that is significant
relative to the uncertainty introduced due to the modeled
parameter and measurement uncertainty.

The development of model validation methodology is in its early
stages and the issues associated with model validation can be
difficult to address. There is a great need to develop alternative
rigorous methods for model validation and to develop a consensus
as to the advantages/disadvantages of the various approaches.
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Nomenclature
c � temperature or concentration for examples 1

and 2
Cp � specific heat �constant pressure�
D � dispersive coefficient in Burgers’ equation and

the convective-dispersive equation
df � degrees of freedom
h � contact conductance
k � thermal conductivity
n � number of measurements
P � probability
p � number of parameters

PDF � probability density function

r2 � statistic
T � temperature for contact resistance example
t � time

U � velocity �Burgers’ equation�
V � velocity �convective-dispersive equation�
x � spatial location
X � front location

Greek symbols
� � model parameter

�2 � chi-squared distribution
� � general experimental observation or model

prediction
	 � density
� � standard deviation

Subscripts
D � dispersivity �or diffusion�

exp � experiment
i � index

m � mean
model � model

quad � quadratic surface
U � velocity �Burgers’ equation�
V � velocity �convecive-dispersive equation�
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A Unit Cube-Based Model for
Heat Transfer and Fluid Flow in
Porous Carbon Foam
A unit-cube geometry model is proposed to characterize the internal structure of porous
carbon foam. The unit-cube model is based on interconnected sphere-centered cubes,
where the interconnected spheres represent the fluid or void phase. The unit-cube model
is used to derive all of the geometric parameters required to calculate the heat transfer
and flow through the porous foam. An expression for the effective thermal conductivity is
derived based on the unit-cube geometry. Validations show that the conductivity model
gives excellent predictions of the effective conductivity as a function of porosity. When
combined with existing expressions for the pore-level Nusselt number, the proposed model
also yields reasonable predictions of the internal convective heat transfer, but estimates
could be improved if a Nusselt number expression for a spherical void phase material
were available. Estimates of the fluid pressure drop are shown to be well-described using
the Darcy-Forchhiemer law, however, further exploration is required to understand how
the permeability and Forchhiemer coefficients vary as a function of porosity and pore
diameter. �DOI: 10.1115/1.2165203�

Keywords: porous carbon foam, unit-cube geometry, heat transfer in porous media

1 Introduction
There are essentially two types of porous solids: those produced

by packing or sintering solid particles or cylinders together and
those produced by casting or foaming a material during solidifi-
cation. In both cases, the final product consists of interspersed
regions of solid and fluid �or void�. Depending on the final struc-
ture, the void regions may be isolated from one another �trapped
phase� or continuous as in the case of an interconnected pore
structure. Graphitized porous carbon foam fabricated using the
ORNL patented process �1� represents a case of near-spherical
interconnected pores, as shown in Fig. 1. The figure illustrates the
open, interconnected structure of the foam and the near-
homogeneous distribution of void size. Porous carbon foam ex-
hibits unique thermo-physical and geometric characteristics �2�
that make it suitable for heat transfer applications in microelec-
tronics and power generation. The unique characteristics include:

1. An extremely high bulk thermal conductivity �stagnant ef-
fective thermal conductivity� between 40 and 180 W/m K
�2,3�. This high effective conductivity results from the ex-
tremely high material conductivity of the graphitized carbon
material �k=800–1900 W/m K�. In contrast, similar poros-
ity aluminum foams have effective conductivities of ap-
proximately 2–26 W/m K, which result from material con-
ductivities of 140–237 W/m K �for aluminum alloys�. As
such, the carbon foam has a much higher capability to con-
duct or entrain heat into its internal structure so that infil-
trated fluid can convect heat away.

2. An open, inter-connected void structure that enables fluid
infiltration such that enormous increases in surface area for
heat transfer are available �5000 to 50,000 m2/m3�.

3. A low density �from 0.2 to 0.6 g/cm3, depending upon po-
rosity�, which makes the material suitable for compact and
lightweight applications. In contrast, aluminum foam has a

density of 0.3–0.8 g/cm3, depending upon porosity.
4. An increase in exposed surface area and a rough open struc-

ture, which leads to increased mixing at the external fluid
interface.

To consider the carbon foam material for heat transfer applica-
tions, there is an immediate need for an engineering model that
can be used to evaluate the thermal and hydrodynamic character-
istics under different operating conditions. For a generic convec-
tive heat transfer application, the model is required to express the
internal exposed surface area, the external exposed surface area,
and the void window size as a function of foam porosity and pore
diameter. The model can then be used to produce expressions for
the surface roughness, the effective conductivity, and the perme-
ability. The review given below provides a brief overview of pre-
vious modeling efforts in porous media and makes clear the need
for a new model to characterize porous carbon foam. The review
includes efforts to model the geometry, the effective conductivity,
and the permeability.

The geometric condition of a porous media is typically charac-
terized by an idealized geometry model from which the internal
surface area to volume ratio, �, and all other internal and external
geometry parameters can be derived. To this end, Dullien �4� con-
sidered a regularly packed bed of spheres and derived the classical
expression for the surface area to volume ratio: �=6�1−�� /Dp,
where � is the porosity of the porous media defined as �
=Vf /Vtot, Dp is the particle �sphere� diameter, and the subscript f
denotes the fluid or void phase. For the same condition, Hwang et
al. �5� used the empirical expression �=20.346�1−���3 /Dp to
derive an expression for the heat transfer in his experiments on
packed spherical particles. The empirical expression is slightly
different as it accounts for non-regular packing of the spherical
bed whereas the analytical model considers perfectly regular
packing. By comparing these expressions, it is evident that � is
the same when �=0.67; for ��0.67, the empirical expression
predicts slightly higher � due to the non-regular void structure.
For reticulated metal foams, such as aluminum foam, simplified
geometry models take the form of a unit-cell with square-barred
corner elements �6�. The size of the square bars is determined
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such that the porosity Vf /Vtot is preserved. There are no available
geometry models for spherical void structures, such as that ob-
served in porous carbon foam. Though this is essentially opposite
to the packed-sphere geometry, expressions for internal and exter-
nal surface areas are different and must be obtained from a new
basic geometry model that represents the spherical void phase.

The effective thermal conductivity, ke, of a porous media can be
obtained experimentally by testing several different samples of a
specific porous material, or analytically by solving a heat transfer
problem for an idealized geometry model. Deissler et al. �7� in-
vestigated the effective thermal conductivity of two simple mod-
els: two planar layers �i.e., solid and fluid� in parallel and two
layers in series. The expression for two layers in parallel is: ke
=kf�+ �1−��ks, whereas the expression for two layers in series is:
ke=ks / ���+ �1−���, where � is the ratio of solid phase to void
phase conductivities. The two expressions predict effective con-
ductivities with variations as high as 7% for �=2, and as high as
99% for �=1000 �with �=0.4�. This is due to the fact that when �
is high the solid material arrangement has a great influence on the
effective conductivity. As such, for high � applications such as
porous carbon foam, an accurate characterization of the internal
geometry is necessary. Batchelor and O’Brien �8� derived an ana-
lytical solution for ke of a packed bed of spheres by solving an
integral equation for the temperature distribution over the sphere
surface. A thermal-electrical approach was used by several authors
�see, for example, Refs. �6,9�� to derive expressions for the effec-
tive conductivity of packed sphere geometries of different mate-
rials. Bhattacharya et al. �10� used both analytical and empirical
relations for determining the effective thermal conductivity of
metal foams. Tee et al. �11� integrated a probability density func-
tion over randomly distributed cubical cells to obtain an isotropic
estimate of the effective conductivity of porous carbon foam.
Klett et al. �12� proposed a conductivity model based upon the
ligament conductivity and the mean flow path for a spherical void
phase. Comparisons with available data for porous carbon foam
showed that that the model produced good predictions, but the
model parameters must be calibrated to give good characteristic
results. A thermal-electrical analogy will be applied in the present
study in combination with the proposed geometry model to obtain
an expression for the effective thermal conductivity for a spherical
void porous material.

The most widely used expression for the permeability of a po-
rous media is the Ergun equation �13� given as: K
=�3Dp

2 / �150�1−��2�, however, Nakayama and Kuwahara �14� re-
viewed available studies on the permeability of various geometric
models and proposed K=�3Dp

2 / �147�1−��2� as the most suitable
generic expression for a packed bed of spheres. In the present
study, the same permeability expression will be employed, but
using an equivalent particle diameter that is derived from the unit-
cube geometry proposed to model porous carbon foam. The model
will then be calibrated against existing data for fluid pressure drop
across porous carbon.

The present study proposes a unit-cube model to characterize
the geometry of porous carbon foam or other open, interconnected
porous media with a near-spherical void phase. The geometry
model is based on a unit-cube-centered sphere, where the sphere
represents the fluid or void phase. The complete geometry model
is presented and all geometry parameters required for application
in convective heat transfer are presented. The unit-cube model is
then used to develop an expression for the effective conductivity
of the porous material. The model is validated by comparing pre-
dictions of the effective conductivity, the internal convective heat
transfer and the fluid pressure drop to other modeled results and to
previous results obtained experimentally.

2 Geometric Model for Porous Carbon Foam
A geometric model is required for the exploration of heat trans-

fer and flow in terms of the geometry parameters, thereby en-
abling optimization of the foam structure for different applica-
tions. Based on the geometry characteristics of the carbon foam
�1–3�, the following assumptions for the present geometric model
are proposed:

1. The entire foam is assumed to have a single uniform void
�pore� diameter.

2. Pores are considered to be spherical and centered inside
unit-cubes.

3. Pores are regularly arranged in space, and each pore con-
nects with six adjacent pores on the six surfaces of the unit
cube.

Figure 2�a� shows a three-dimensional CAD image of the pro-
posed unit-cube geometry with a spherical void phase. Figure 2�b�
shows a pore block of unit-cubes with exposed pore surfaces that
are cut at the center plane of the cube at the sides, front and top of
the pore block. Figure 3 compares the internal geometry of the
idealized geometry model with similar images of the porous car-
bon foam obtained from ORNL. The images illustrate that the
idealized geometry model effectively captures the internal struc-
ture of the carbon foam. Figure 4 shows the detailed dimensions
of the unit-cube model. Here, D is the pore �void phase� diameter;
H= f�D ,�� is the height of the unit-cube defined by the given pore
diameter and the porosity; h= �D−H� /2 is the spherical cap height
of the pore; d=�D2−H2 is the interconnected pore channel diam-
eter, which is the opening diameter of the pore interface at the
unit-cube surface �also called the pore window�; and c= �H
−d� /2 is the width of the strut at the center plane of the unit cube
�also called the ligament width�.

The size of a unit-cube is not universally constant, rather it is
determined by considering the desired porosity and pore diameter.
By the definition of porosity �15�, an expression relating the cube
height H, the porosity �, and the pore diameter D is derived

Fig. 1 „a… Electron micrograph of the carbon foam surface †1‡;
„b… electron micrograph of the carbon foam surface of a single
pore

Fig. 2 CAD images showing the proposed unit-cube model:
„a… a single unit-cube with spherical void; „b… pore block con-
taining a number of interconnected pores
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H3 −
3�D2

�4� + ��
H +

4�D3

3�4� + ��
= 0 �1�

The dimension of the unit-cube H is obtained by solving Eq. �1�
for given values of � and D. Once the size of the unit-cube is
established, the geometry is fixed and the remaining geometric
parameters can be evaluated as described below. Since the porous
carbon foam has an interconnected pore structure, we are only
interested in the range of pore window sizes: 0�d�H�0.52��
�0.96�. When d�0, the unit-spheres are isolated from one an-
other; for d�H ,c�0 meaning that the ligaments connecting the
solid phase are broken.

For a general application where fluid passes both across and
through the porous material, information on the geometry is re-
quired for the internal structure and for the external interface be-
tween the porous material and the fluid. The internal structure is
described here in terms of the area to volume ratio. The external
geometry is described in terms of the exposed surface area factor
and the absolute roughness of the exposed surface. While the ex-

ternal geometry parameters are only required for cases where fluid
flows across the exposed surface, they are included here for com-
pleteness and reference.

2.1 Interior Surface Area to Volume Ratio �. The ratio �
quantifies the internal surface area available for convective heat
transfer. For a solid unit-cube, �=0, which represents the lower
limit. For porous carbon foam made by ORNL process �1�, this
value can be as high as 5000–50,000 m2/m3, depending upon the
porosity and void diameter. The ratio � of the proposed unit-cube
geometry is expressed as: �=Sint-wall /H

3, where Sint-wall is the void
interior surface area in a single unit-cube obtained from:

Sint-wall = �D2 − 6��Dh� = �D�3H − 2D� �2�
giving the final expression

� =
�D

H3 �3H − 2D� �3�

Figure 5 shows the variation of � for different D over the range
0.52���0.96, which corresponds to the limits described follow-
ing Eq. �1�. Here it is evident that � decreases with increasing
porosity and with increasing void diameter. For high porosities, �
decreases sharply due to the decrease in available solid material
inside the foam. For a convective heat transfer application, the
optimal value for � is evaluated by comparison of the thermal and
hydrodynamic resistances. The higher the value of �, the higher
the area available for internal heat exchange but this also results in
higher net viscous losses resulting in a higher fluid pressure drop.

2.2 External Exposed Surface Area. To characterize surface
area on the external surfaces of the foam, we introduce a surface
area factor SF, defined as the ratio of the total average open pore
surface area over the flat surface area of the cube at the exposed
layer, that is

SF =
Sexp

H2 �4�

The exposed surface area, Sexp, of the open pore structure repre-
sents the interface between the pure fluid domain and the porous
domain represented by the idealized geometry model. Since the
exposed interface depends upon the location of the cut, the ex-
posed surface area is obtained by considering an average location.
The exposed surface includes two parts: �1� the flat cross-section
surface area cut at a location either between 0 and c or c and H /2;
and �2� the opened pore spherical wall surface area �see Fig. 6�.
The flat cross-section surface area is computed from two portions:
from 0 to c and from c to H /2. The detailed dimensions used to
compute the flat cross-section surface area are shown in Fig. 7.

Fig. 3 A comparison of the idealized geometry „a… and „b… with
the structure of porous carbon foam „c… and „d… obtained from
ORNL †1‡

Fig. 4 Detailed dimensions of the unit cube geometry model at
a cross section cut at the center plane of the unit cube

Fig. 5 Interior surface area to volume ratio � plotted as a func-
tion of porosity for three different spherical void „pore…
diameters
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The flat surface area S1y from 0 to c is obtained as

S1y = H2 − �r2 �5�

where r2=R2−H�2, and H�=H /2−y. The average flat cross-
section surface area from 0 to c is then calculated to be

Savg1 =
1

c�0

c

S1ydy �6�

The flat surface area S2y from c to H /2 is obtained from

S2y = H2 − ��r2 − 4
r2

2
�	 − sin 	�� �7�

where r and H� for S2y are the same as that described above for
S1y, and 	=2 cos�H /2r�. The average flat cross-section surface
area from c to H /2 is determined to be

Savg2 =
1

�H

2
− c��c

H/2

S2ydy �8�

Then the average flat cross-section area from 0 to H /2, Sfavg, is
obtained by averaging S1y and S2y over H, and is expressed by

Sfavg =

2�Savg1c + Savg2�H

2
− c��

H
�9�

The opened spherical wall surface area, Ss, is given by �assuming
the pore is cut at the pore center plane�

Ss =
Sint-wall

2
�10�

Finally, the total average opened surface area at the exposed layer,
Sexp, is the sum of Sfavg and Ss, and is given by

Sexp = Sfavg + Ss �11�

which is inserted into Eq. �4�. Figure 8 shows the relationship
between the surface area factor SF and the porosity for a fixed
pore diameter. It is found that the exposed surface area factor SF
decreases as the porosity increases and it reaches a maximum
value of 2.15 at a porosity of 0.5236, and a value of 1 at porosity
of 0.8722. This means that if a fluid flowing across the foam does
not penetrate the foam surface, the available area for heat transfer
is the same as that of a smooth plate �of the same plan dimen-
sions� when �=0.8722. For the more commonly observed case
where the fluid penetrates the foam, large increases in surface area
are made available, resulting in increased heat transfer.

2.3 Absolute Surface Roughness of the Exposed Pore Sur-
face RA. The absolute surface roughness of the exposed pore sur-
face is required to determine the resistance due to the open surface
for applications where the flow is not forced directly into the
foam. RA is defined as the radius of the inter-connected pore di-
ameter �radius of the pore window� and is determined by

Fig. 6 Illustration of the exposed pore surface area showing
the spherical wall surface and the flat surface cross section cut
at a location either between 0 and c or between c and H /2

Fig. 7 „a… Flat cross-section surface cut at a location between
0 and c; „b… flat cross-section surface cut at a location between
c and H /2

Fig. 8 Plot showing the variation of the surface area factor, SF,
as a function of porosity
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RA =
d

2
=

1

2
�D2 − H2 �12�

Parameters of the geometric model are now used to develop an
analytical model for the effective thermal conductivity of the unit-
cube structure and for the hydrodynamic loss associated with flow
through the porous material.

3 Thermal Model
The thermal model consists of two parts and is required for the

application of the unit-cube model in engineering calculations.
The effective thermal conductivity is required to quantify the rate
at which energy is entrained into the foam structure and the con-
vective model to quantify the rate at which energy can be removed
by the infiltrated fluid.

3.1 Effective Thermal Conductivity. The effective or stag-
nant thermal conductivity of a porous material is a function of the
thermal conductivities of the solid and the fluid, the porosity and
the structure of the foam, and is another important parameter char-
acterizing the porous material. The equivalency technique is ap-
plied to the solid phase volume since the solid phase is the con-
trolling factor for the effective thermal conductivity of the porous
carbon foam material. The effective thermal conductivity is based
on the following assumptions:

1. No air flow exists in the inter-connected pore channel.
Therefore, no convection between the air and the solid takes
place in the pore channel.

2. There is no net radiation heat transfer in the inter-connected
pore channel.

3. A local thermal equilibrium exists between the solid and
fluid phases at the pore level, which means that the tempera-
ture difference between the solid and void phases is
negligible.

Figure 9 shows the volume equivalency process for simplifying
the pore-level geometry while preserving the volume ratio of
solid/fluid �porosity�. The square bar size a is determined by solv-
ing the following cubic equation obtained from the volume
equivalency

a3 −
3

4
a2 −

1 − �

16
H3 = 0 �13�

Figure 10 shows the details of the equivalency and electrical anal-
ogy processes used to obtain the effective thermal conductivity of
the carbon foam. The equivalent square bar structure is first di-
vided into parallel and series parts as shown in Fig. 10�b�. The

parallel and series parts are then converted into the simple forms
shown in Fig. 10�c� by applying the equivalency method to the
volume. The top view of Fig. 10�d� shows the equivalent heat
transfer circuit that represents the parallel part, and the bottom
view shows the equivalent heat transfer circuit that represents the
series part. The simplified parallel part is presented as a pure
parallel circuit consisting of the solid and void parts as shown in
the top view of Fig. 10�d�, and its effective thermal conductivity
kep is calculated by �9�

kep =
�1

t
− 1�2

+ �

�1

t
− 1�2

+ 1

kf �14�

where kf is the thermal conductivity of the fluid and ks for the
solid, t=2a /H is the normalized thickness of the square bar, and �
is the ratio of the thermal conductivity of the solid phase to the
fluid phase: �=ks /kf. The simplified series part is represented as a
pure series circuit consisting of the solid and void parts as shown
in the bottom view of Fig. 10�d�, and its effective thermal con-
ductivity kes is calculated as �9�

Fig. 9 „a… Carbon foam-spherical void phase pore structure;
„b… equivalent solid square bar structure with the same
porosity

Fig. 10 „a… Square bar equivalent for thermal-electric analogy;
„b… equivalent parallel and series parts; „c… simplified parallel
and series parts; „d… equivalent heat transfer circuits
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kes =
ks

�1 − t�� + t
�15�

The effective thermal conductivity of a porous material is given
by

ke = �ekep + �1 − �e�kes �16�

where �e is the volume ratio of the parallel part to the sum of the
series part and the parallel part, and is determined by

�e = 1 − 2t + 2t2 �17�
When Eqs. �14�, �15�, and �17� are substituted into Eq. �16�, the
final expression for the effective thermal conductivity of the
spherical void porous material is obtained

ke = �1 − 2t − 2t2�	 �
1

t
− 1�2

+ �

�1

t
− 1�2

+ 1
kf +
2t�1 − t�

�1 − t�� + t
ks �18�

Figure 11 shows the variation of ke with � as predicted by Eq.
�18� �solid line�. The effective conductivity is seen to decrease
with increasing porosity due to the reduction of solid phase ma-
terial with increasing �. Included in Fig. 11 is measured data
reported by Klett et al. �12�; the data were converted from density
to porosity form assuming a ligament density of 2.23 g/cm3 �12�.
Figure 11 also compares predictions of the model relation devel-
oped by Klett et al. �12�. It is clear from the figure that both
models are in good agreement with the measured data. The virtue
of the present model is that there are no parameters to adjust; the
predicted result is obtained using the geometry of the foam and
the solid and fluid phase thermal conductivities only. As such, the
proposed model can be applied in engineering heat transfer mod-
els and in computational fluid dynamics codes without special
tuning.

It is important to note that the heat transfer is not dictated by
the effective conductivity alone. That is, for low porosity, the
effective conductivity is high, which means that heat is readily
transferred into the porous material, but it is difficult for fluid to
penetrate the foam resulting in lower convection and an imbalance
in the conductive-convective resistances. For high porosity, the
effective conductivity is low meaning that conduction into the
foam is low, but it is easy for fluid to penetrate the foam so the
convective resistance is lower. As such, the optimal porosity must
be obtained by considering the rate at which heat is transferred
into the foam and the rate at which heat can be removed by inter-
nal convection.

3.2 Convective Heat Transfer. The convective heat transfer
can be estimated using the internal area factor � combined with an
appropriate relation for the internal, pore-level Nusselt number.
Though no known relation exists specifically for a spherical void
phase porous material, reasonable estimates of heat transfer can be
obtained from relations for porous materials with an intercon-
nected internal structure. To this end, studies have been conducted
to quantify the internal convective heat transfer and pressure drop
across porous media with an interconnected void structure �Refs.
�4,16��. Additional reviews have been compiled by Bear and
Corapcioglu �17–19� and Kakac et al. �20�. Recent studies on the
fundamentals and applications of the flow and heat transfer in
porous media have also been edited in detail by Vafai et al. �21�.
Gamson et al. �22� proposed

Nusf = 1.064 Red
0.59Pr1/3 �19�

for turbulent particle Reynolds numbers greater than 750, where
Red=uDP /
, and DP is the mean particle diameter. Kar and
Dybbs �23� proposed

Nusf = 0.004 Red
1.35Pr1/3 �20�

for Red smaller than 75. To fill in the range of Red, Hwang et al.
�5� proposed the use of linear interpolation between Eqs. �19� and
�20� to obtain values between 75�Red�750. To use these rela-
tions with the proposed model, an equivalent solid sphere particle
diameter DE is introduced, where DE is the particle diameter that
preserves the internal area of the unit cell specified by Eq. �1� for
a given porosity and pore diameter. DE is obtained using the ex-
pression for the area to volume ratio for a packed spherical bed �4�

DE =
6�1 − ��

�
�21�

but � is obtained from the unit-cube model �Eq. �3�� for a given
porosity and pore diameter. Since the porosity and area-to-volume
ratio used in Eq. �21� are for the spherical void geometry, the
resulting diameter will not generally correspond to the packed-bed
diameter. In fact for a spherical void phase material, the porosities
are generally much higher than for packed beds. Figure 12 illus-
trates the equivalency of the two cases; part �a� shows the spheri-
cal void geometry and part �b� shows the same unit cell with the
equivalent solid spherical particle distributed at the eight corners
of the cube �this could also be illustrated as a sphere floating in
the center of the unit cube�. The equivalent particle diameter is
used in the Reynolds numbers to obtain estimates of the internal
convective heat transfer using the method described above.

Figure 13 shows predictions of the internal convective heat
transfer obtained using the above relations combined with the in-
ternal area ratio � for the case of water forced through a block of
porous foam block heated from one side. The predictions are com-
pared to experimental data reported by Straatman et al. �24� for
three foams that are summarized in Table 1. Because the blocks
are heated from only one side, the present results are obtained by

Fig. 11 Plot showing the effective thermal conductivity of po-
rous carbon foam as a function of porosity for ks
=1300 W/m K

Fig. 12 Graphical representation of the equivalent sphere par-
ticle diameter: „a… the actual spherical void phase and „b… the
equivalent solid particle obtained from Eq. „21…
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considering the foam block to be an extended surface. In this
manner, the area used in the calculation of q is the effective sur-
face area: Aeff=�Af +Ab, where � is the equivalent micro-fin effi-
ciency of the foam obtained using the Taylor model �25�; Af is the
interior wall surface area of the foam specimen obtained from
Af =�V, where V is the volume of the specimen; and Ab is the bare
surface area of the heater that is not covered by the porous foam.
Figure 13 indicates that the general trends are predicted reason-
ably well, but that there is some discrepancy, particularly for Re
above 5. It is felt that these discrepancies are due mainly to dif-
ferences in the flow between the spherical void phase foam and
the packed spherical bed for which Eq. �20� was devised. Though
calibration of the coefficients would lead to better agreement, it is
clear that there is a need for research directed at establishing pore-
level Nusselt number expressions for spherical void materials that
take into account the porosity, pore diameter, and flow character-
istics.

4 Hydrodynamic Model
A hydrodynamic model is required to estimate the fluid pres-

sure drop through the inter-connected void structure and thus to
estimate the energy necessary to force fluid through the foam. The
fluid pressure drop for a porous material is quantified by the
Darcy-Forchheimer extended equation �26�

�P

dx
=



K

 +

cf

�K
�
2 �22�

where 
 is the filter velocity �based on the open channel flow� at
the film temperature,  is the fluid viscosity, K is the permeability,
and cf is the Forchheimer coefficient �or Ergun’s coefficient� de-
termined using the Forchheimer model. Equation �22� is suitable
to characterize the pressure drop across a spherical void phase
structure provided appropriate values for the permeability and
Forchhiemer coefficients are established.

4.1 Permeability K. The most suitable generic expression for
the permeability of a packed bed of spheres is given as �14�

K =
�3DP

2

A�1 − ��2 �23�

where DP is the spherical particle diameter and A is a constant that
characterizes the ease at which fluid can pass through the porous
structure. For a packed bed of spheres, A=147 �14�. For a spheri-
cal void phase material such as porous carbon foam, the value of
A is considerably higher owing to the hydrodynamic pressure loss
associated with flow passage through the cell windows connecting
the voids. As is evident from Fig. 1, the cell windows can be a
wide range of sizes and shapes and differ significantly from the
smooth and uniform openings of the unit-cube geometry model.
Thus, the unit-cube model represents an ideal structure in terms of
the distribution of cell window openings. On the basis of the
difference between the predicted and observed cell window open-
ings, it is possible that the unit-cube model slightly underpredicts
the internal surface area, however, it is felt the presence of vari-
ance and isolated pores more than offsets these differences.

4.2 Forchheimer Coefficient. The Forchhiemer coefficient
can be expressed as

cf =
B

�A�3/2
�24�

where B is a constant that takes the value 0.65 for a packed bed of
spheres. For fibrous materials, B was found to vary between 0.65
and 2.6 �27�.

In essence A and B need to be calibrated to give the correct
physical balance between the viscous Darcy term and the Forchhi-
emer form drag term. To use Eq. �22� to predict the pressure drop
associated with flow through porous carbon foam, the equivalent
particle diameter DE, obtained using Eq. �21�, is used in Eq. �23�
and suitable values for A and B are obtained by calibration with
the experimental data reported in �24�. As such, the geometry of
the foam is characterized in DE and the fluid resistance is captured
by A and B, all of which have been calculated and summarized in
Table 2 for the foams described in Ref. �24�. Figure 14 shows the
pressure drop as a function of Reynolds number Re for the foams
summarized in Tables 1 and 2. The figure clearly shows that the
pressure drop for porous carbon foam is well characterized using
Eq. �22�. For the coefficients used, the trend with Re is reproduced
with very high accuracy. The POCO™ foam described in Ref.
�24� has a more open internal structure and thus, a much higher
permeability and lower pressure drop. In contrast, the 219-3 foam
was described as having much poorer interconnectivity between
the cells and, thus, a lower permeability and higher pressure drop.
This is reflected in the A and B coefficients in Table 2, where both
the viscous and form drag terms are noted to be highest for the
219-3 foam.

The unit-cube geometry and the thermal and hydrodynamic
models were also used as the basis for a complete thermal engi-
neering model of a water-to-air heat exchanger �28�. The engi-
neering model predicted performance ratings to within 11.5% of

Fig. 13 Plot showing the heat transfer as a function of Re for
three porous carbon foam specimens reported by Straatman et
al. †24‡. The heat transfer is computed using the area-to-volume
ratio � combined with the correlations described in Sec. 3.2.

Table 1 Summary of properties for the carbon foam speci-
mens tested by Straatman et al. †24‡

Specimen
Porosity

�%�

Average Void
Dia.
�m�

�a

�m2/m3�
keff

�W/m K�

219-3 86 350 6850 72
218-3 88 400 5640 61

POCO™ 82 500 5240 120

aAs obtained from Eq. �3�.

Table 2 Summary of the equivalent particle diameter and A
and B coefficients „see Eqs. „23… and „24…… for the carbon foam
specimens tested by Straatman et al. †24‡

Specimen
DE

�m� A B

219-3 123 2056 31.8
218-3 128 1841 17.8

POCO™ 206 1161 14.9
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those obtained in laboratory experiments, thus further validating
the utility of the proposed approach for characterizing porous car-
bon foam.

5 Summary
An engineering model has been developed for porous carbon

foam based on a unit-cube geometry model. The geometry model
is based on sphere-centered, interconnected unit cubes, where the
spheres represent the fluid or void phase of the porous media. The
geometry model was used to derive all of the geometric param-
eters required to calculate the internal convective heat transfer and
pressure drop through the porous material. The model was also
used to develop an analytical expression for the effective �stag-
nant� conductivity of porous carbon foam. The effective conduc-
tivity model was developed using a volume equivalency �i.e., by
preserving the porosity� and was shown to accurately predict the
thermal conductivity as a function of porosity without the need for
calibration. Thus, the model has the potential for wide applicabil-
ity in engineering and CFD models. The internal area ratio �
obtained from the unit-cube model was then used in combination
with existing expressions for the pore-level Nusselt number to
obtain estimates of the heat transfer obtained by passing water
through porous carbon foam blocks. Comparisons with experi-
ments showed that while the trends were reasonable, significant
discrepancies between the predicted and measured heat transfer
were evident at moderate Re, suggesting the need for a Nusselt
number expression that is specific to the spherical void phase
geometry. In terms of hydrodynamics, comparisons with experi-
mental data showed that the Darcy-Forchhiemer law accurately
characterized the pressure drop as a function of Re once the model
parameters were properly calibrated. In this regard, further work
is also required to express the permeability and Forchhiemer co-
efficient over a range of porosities and pore diameters.
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Nomenclature
A � constant
a � square bar of the equivalent square bar

structure
B � constant
cf � Forcheimer coefficient
D � pore �void phase� diameter of the foam

DE � diameter of the equivalent spherical particle

dv � equivalent diameter of void phase
h � height of the cube
K � permeability of the foam
ke � effective thermal conductivity of the foam
kf � thermal conductivity of the fluid
ks � thermal conductivity of the solid

Nu � Nusselt number
P � pressure
Pr � Prandtl number
R � radius of the pore, thermal resistance

RA � absolute surface roughness of the exposed pore
surface

RE � radius of the equivalent spherical particle
Red � particle Reynolds number

S � surface area
SF � surface area factor at the exposed pore surface

 � filter velocity �based on open channel flow�
V � volume

Greek Symbols
� � interior wall surface area to volume ratio
� � porosity

�e � volume ratio of the parallel part to the sum of
the series part and the parallel part

� � density
 � viscosity

Subscripts
f � fluid

pb � pore block
s � solid
t � total

 � void
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Emission From Partially
Premixed Methane Counterflow
Flames
Motivated by heat transfer and environmental concerns, a study of flame radiation and
soot particulate emission is reported for partial premixing in low strain-rate ��20 s−1�
methane counterflow flames. Temperature, OH concentration, and soot volume fraction
distributions were measured along the stagnation streamline for progressive addition of
oxygen to methane. These measurements along with an optically thin model for soot and
gas radiation were used to study the effect of partial premixing on flame radiation and
soot emission. It was found that with progressive partial premixing, the peak soot loading
and the thickness of the soot zone first decreased and then increased, and while the gas
radiation was enhanced, the gas radiative fraction (gas radiation per unit chemical
energy release) showed a systematic decrease. The net radiative fraction �soot+gas�,
however, first decreased and then increased. A configuration with the soot zone spatially
entrapped between the premixed and non-premixed reaction zones was experimentally
found. This flame configuration has the potential to enhance radiative heat transfer while
simultaneously reducing soot and NOx emissions. �DOI: 10.1115/1.2165204�
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1 Introduction
Soot formation in flames is of concern because radiation is an

important mode of heat transfer in industrial furnaces, and soot
emission from combustion equipment poses health and environ-
mental hazard. Hence, it is important to identify flame configura-
tions where soot radiation can be enhanced and soot pollution can
be minimized. In this work, by investigating flames in the coun-
terflow geometry, it is shown that such flame configurations exist
for partially premixed flames �PF�.

The term “partial premixing” commonly refers to the technique
of adding oxygen �in quantities less than required for rich flam-
mability limit� to the fuel. In industrial burners, intentional partial
premixing is practiced for flame stabilization and pollutant emis-
sion control. Unintentional partial premixing occurs as a result of
incomplete mixing due to geometric limitations for turbulent pre-
mixed combustion and to flame extinction reignition mechanisms
in non-premixed combustion devices. In this study, to systemati-
cally investigate the effect of partial premixing on flame radiation
and sooting tendency a well-defined flame configuration, namely,
the counterflow flame, is utilized. The counterflow flame is stabi-
lized between opposing flows of fuel and oxidizer and is pertinent
to turbulent combustion via the flamelet modeling approach �1,2�.

Yamaoka and Tsuji �3,4� observed that with partial premixing
the counterflow methane-air “flame” was actually a “double
flame” with a premixed reaction zone and a non-premixed reac-
tion zone. In their study, for small amounts of oxygen added to the
fuel the premixed reaction zone was indistinguishable from the
non-premixed reaction zone and the temperature and species pro-
files measured in the flames were similar to those in a non-
premixed diffusion flame. Such partially premixed flames were

termed “merged flames.” For progressively higher levels of partial
premixing, the premixed flame became stronger with clear spatial
separation between the two reaction zones. The premixed reaction
zone was dependent on the non-premixed reaction zone for supply
of heat while it supplied CO and H2 “fuel” to the non-premixed
reaction zone. Such flames were identified as flames in the “inter-
dependent flame” regime.

In our previous work �5�, we discussed the structure of sooty
counterflow diffusion flames �CFDFs� in the two scenarios sche-
matically shown in Figs. 1�a� and 1�b�, where the non-premixed
flames �NF� were located on the oxidizer and fuel side of the
stagnation plane �SP�, respectively. In the first case, soot forma-
tion begins on the fuel-rich side of the NF and soot grows as it is
driven toward the particle stagnation plane by the flow field. In
this case, as soot volume fraction increases from soot growth, the
temperature at corresponding spatial location decreases as soot
moves further away from the NF. This is not favorable for radia-
tion heat transfer by soot. Furthermore, in this case soot leaves the
flame at the stagnation plane. In contrast to first configuration, the
“soot formation oxidation configuration,” shown in Fig. 1�b�, soot
is oxidized in the flame as it is driven by the flow field into the
OH-rich zone of the flame. Although the soot luminosity is high,
as the soot region overlaps with the high-temperature region of the
flame, the downside of this configuration is that it is difficult to
control the width of the soot zone. The soot region in this con-
figuration is thin, typically �2 mm wide, even for low strain rate
flames studied in our laboratory. Control of the soot region width
with simultaneous ability to oxidize the soot within the flame can
be achieved in the flame configuration proposed in Fig. 1�c�. The
flame configuration in Fig. 1�c� corresponds to a partially pre-
mixed flame in the “interdependent flame” regime, obtained by
adding oxygen to the fuel side of the flame configuration shown in
Fig. 1�a�. In this case, the soot growth takes place in the high-
temperature region between the premixed and non-premixed
flames. Soot is driven by the flow field into the OH-rich region of
the NF before it reaches the particle stagnation plane. This con-
figuration is suitable for enhanced flame radiation with simulta-
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neous oxidation of soot particles. The enhanced heat loss from the
reaction zone by flame radiation also helps to reduce the flame
temperature and NOx production rate. A study of this flame con-
figuration is reported here, and its radiation characteristics are
compared to the base non-premixed flame configuration.

Several studies �6–20� have considered soot formation in par-
tially premixed flames. Although methane is a major component
of natural gas, a fuel of commercial importance, and partial pre-
mixing accounts for a significant portion of natural gas consump-
tion, limited literature �8,13,17� is available on this subject. Al-
though it has been reported that the chemical effect of oxygen
added to methane �13� and propane �10� is to inhibit soot incep-
tion, no studies of soot growth, except for our recent work
�19,20�, have been reported for methane partial premixing. Our
previous work emphasized that although dilution and chemical
effects of oxygen addition were important for the soot inception
studies reported in literature, the location of the flame front rela-
tive to the stagnation plane and the resulting temperature time
histories of soot aggregates can result in either enhancement or
reduction of peak soot loading in the flame. The resulting trends
of flame radiation for the flame configuration �Fig. 1�c�� are com-
plex because of the nontrivial dependence of peak soot loading
with progressive partial premixing. Therefore, a few intermediate
levels of partial premixing are considered in going from the con-

figuration shown in Fig. 1�a� to that in Fig. 1�c�. This is done to
systematically investigate the effect of partial premixing on flame
radiation enhancement by soot entrapment between the PF and the
NF.

In this study, experiments were conducted in a unique low-
strain-rate counterflow burner where oxygen was incrementally
added to the fuel side of a diluted originally non-premixed sooty
methane-oxygen flame. The experimental measurements included
axial distributions of temperature using coated thermocouples,
�OH� using saturated laser induced fluorescence and soot volume
fraction fv using laser light scattering and extinction. Computa-
tions with full chemistry and transport using the OPPDIFF code
were made to post process the measured distributions of fv and
radiation corrected flame temperature, as well as to compute soot
radiation and evaluate changes in the distribution of energy re-
lease and gas radiation with progressive partial premixing.

2 Experimental
Experiments were conducted in a unique low strain rate

�10–20 s−1� counterflow flame burner, where laminar, steady, axi-
symmetric flames were aerodynamically stabilized between op-
posing flows of fuel and oxidizer issuing from inlet ports sepa-
rated by a burner gap of 2.9 cm. Careful design of burner and
experiments insured buoyant stabilization of low-strain-rate
flames. Some special precautions included:

a. Light �heavy� diluent gas was added to the top �bot-
tom� inlets for buoyant stabilization.

b. Burner flanges were designed to avoid flow separation
at nozzle exits and prevent outside air entrainment.

c. A fine screen surrounded the burner to isolate the con-
vection cells in the room air.

Measurements were carried along the axis of symmetry. One
dimensionality of scalar variables was confirmed by measured ra-
dial distribution of temperature and axial component of velocity
using flow-visualization experiments �21�. All gases used were of
chemical purity grade ��99.9% �. The inlet flow rates of gases
were monitored using calibrated sonic orifice meters �measure-
ment error ±1%� and rotameters �measurement error ±2%�.

Soot volume fraction distribution was determined by laser light
extinction and scattering measurements using 514.5 nm Ar+ ion
laser �22�. In a typical flame, the laser extinction path was
�3–5 cm in the central region of the flame along a diameter. The
laser light was carried in glass tubes outside these regions in the
flame. The path length was thus measured as the distance between
the glass tubes. The incident laser beam was mechanically inter-
rupted by a chopper at a frequency of 1000 Hz. The signals for
intensity before and after attenuation through the sooty zone were
recorded using a lock-in amplifier. Representative error in mea-
surement of fv, which is of order 1�10−7, is estimated to be ±2%
by considering uncertainty in the measurement of path length and
laser signal intensity. Mie scattering theory for spherical particles,
a lognormal size distribution, and soot complex refractive index2

of 1.57–0.56i were assumed to infer volume fraction from the
measured extinction coefficient. Based on the recent work of Zhu
et al. �23�, this value of the soot refractive index may not be
correct. However, we will use this value of the soot refractive
index primarily to be consistent with our previous work and that
of other researchers for the sake of comparison. Smyth and Shad-
dix �24� have discussed the validity of this value for the soot
complex refractive index. Use of a tomographic inversion �such as
the Abel inversion� was not needed as the extinction path length
of the laser light was limited to the “core” of the flame, using
quartz tubes to protect the laser light in the “outer” regions of the

2Although hotly debated, this is the commonly used value of the soot refractive
index. However, the extinction data presented here can be easily scaled if a more
reliable value of the soot refractive index is proposed in the future.

Fig. 1 Location of soot region in CFDF residing on „a… oxidizer
side of SP, „b… fuel side of SP, and „c… interdependent regime
partially premixed flame
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flame. Flame temperature was measured using a Pt/Pt-10%Rh
�S-type� thermocouple of wire diameter 0.20 mm. The thermo-
couple bead was coated with a SiO2 film to prevent catalytic re-
actions on the surface and the measured temperature was cor-
rected for radiation loss. The typical difference between the peak-
measured and the peak-radiation corrected temperature was about
200 K for the flames studied. These temperature measurements
were estimated to be accurate within ±30 K after radiation correc-
tion. However, the repeatability was within ±10 K. This includes
uncertainty in Nusselt number �due to departure from ideal spheri-
cal geometry for the thermocouple bead�, estimation of average
thermocouple diameter based on pictures taken with a camera-
equipped optical microscope and emissivity of the silica-coated
platinum thermocouple bead. The emissivity for high tempera-
tures �1800–2000 K� was obtained by using different size beads
and calibration by using computed flame temperature in a diluted
H2-O2 flame. The value of thermal conductivity for Nusselt num-
ber evaluation was based on computed species distribution using
the CHEMKIN database with the OPPDIF code. The OH radical con-
centration was measured by using saturated laser-induced fluores-
cence �LIF� technique. A dye laser was tuned such that its
frequency-doubled output excites the Q1�3� line of the A2��v�
=0�←X2��v�=0� system of OH. The fluorescence signal col-
lected by the collection optics was spectrally resolved using a
spectrograph with a 2400 line/mm grating and detected using a
cooled intensified CCD camera. The fluorescence spectrum was
averaged over 200 laser excitations, each of pulse duration of
�10 ns. The spectrum of the fluorescence signal in the wave-
length range of 298–333 nm was collected, and the peak back-
ground corrected the signal count, which occurred around
310 nm, was recorded. The OH LIF signal was calibrated using
the peak signal from a reference H2 counterflow diffusion flame.

Previous work �5� has confirmed excellent comparison �±2% �
between OPPDIFF computations and gas chromatographic measure-
ments for major species �CH4, CO, H2O, and CO2� in several
counterflow flames. Spatial distribution of these species is re-
quired to calculate gas radiation from the flame. Thus, computed
distribution of major stable species were used for the evaluation of
gas radiation in these flames.

The specifications of the non-premixed methane flame, flame
A*, used in this study are given in Table 1. The four partially
premixed variants A, B, C, and D had 9%, 14.5%, 18.2%, and
22.8% oxygen by volume in the inlet fuel stream. Further addition
of oxygen entailed the risk of flashback. Oxidizer-side composi-
tion for all the flames was O2 76.1% and He 23.9% on molar
basis. Representative global strain rates in these flames were about
11–16 s−1. The global strain rate � is defined as the difference of

centerline axial velocities at the two burner inlet ports divided by
the burner gap. The precise value of the strain rate may be ob-
tained from the computed flow field; the global strain rate defined
here is relevant to identifying the boundary conditions. Visual
observation of soot luminosity in these flames is shown in Fig. 2.

3 Computational
Computations with the OPPDIFF �25� code were used to postpro-

cess the measured distribution of fv and radiation-corrected tem-
perature to compute soot radiation as well as evaluate changes in
the distribution of energy release and gas radiation with progres-
sive partial premixing. The GRIMech 3.00 mechanism �26� and
the recommended multicomponent transport and thermochemical
database were used. The boundary conditions included measured
inlet temperature, velocity, and the species flux at each of the two
inlets, 2.9 cm apart.

The energy equation in the original OPPIDIF code was modified
to include soot and gas radiation, as follows:

d

dz
��

dT

dz
� − 	Cpv

dT

dz
− �

k=1

K

	YkVkCpk
dT

dz
− � wkWkhk + �q�gas

+ �q�soot = 0 �1�

In Eq. �1�, z is the distance measured from the fuel side inlet.
Yk, Cpk, hk, wk, Wk, and Vk are the mass fraction, heat capacity at
constant pressure, enthalpy, volumetric molar reaction rate, molar
mass, and diffusion velocity of the kth species. �, 	, Cp, and v are
the thermal conductivity, density, heat capacity at constant pres-
sure, and convective velocity of the mixture, respectively. The last
two terms in the energy equation correspond to the volumetric gas
and soot radiation, respectively. The energy equation was decou-
pled from species and momentum equation during the solution
with OPPDIFF since radiation-corrected temperature distribution
was provided as an input to the code.

3.1 Gas Radiation. An optically thin gas-radiation model
�27�, including contribution from CO, CO2, and H2O was used,
and the predictions from the model agreed well with RADCAL �30�.
The Planck mean absorption coefficients for gases were obtained
from Abu-Romia and Tien �28�. Computed distributions of CO,
CO2, and H2O were used.

3.2 Soot Radiation. Since there are concerns about models
for soot formation and oxidation in flames, measured soot volume
fraction distribution was specified as input to the modified OPPDIF

code for the purpose of calculating soot radiation. This obviates
the need for a soot model to calculate soot radiation. Thus, the
volumetric soot radiation term was computed by the expression

�q�soot = 4
aps��T4 − Tmid
4 � �2�

where the value of the Planck mean absorption coefficient for soot
aps, suggested by Atreya and Agrawal �29� as aps=11.86fv T cm−1

was used. Here, fv and � are the soot volume fraction and the
Stefan-Boltzmann constant. Soot was assumed to be at the gas
temperature. The surrounding mean temperature Tmid was ap-
proximated as the average of the two inlet port temperatures. This
optically thin treatment of gas and soot radiation was adequate for
understanding the effect of partial premixing on enhancement of
soot and gas radiation in counterflow flames because the flame
radiation thickness was about 10 mm and the solid angle along the

Table 1 Flame Specifications

Flame Fuel Side Conditions

A* Tad=2928 K �=11.38 1/s
50.7%CH4+49.3%N2

V=10.68 cm/s, T=531 K
A Tad=2933 K �=12.12 1/s

46.1%CH4+44.9%N2+9.0%O2

V=12.09 cm/s, T=547 K
B Tad=2939 �=12.78 1/s

43.3%CH4+42.2%N2+14.5%O2

V=13.10 cm/s, T=557 K
C Tad=2942 K �=13.63 1/s

41.4%CH4+40.4%N2+18.2%O2

V=14.22 cm/s, T=578 K
D Tad=2956 K �=15.65 1/s

39.1%CH4+38.1%N2+22.8%O2

V=15.98 cm/s, T=614 K

Oxidizer Side composition: 76.1%O2+23.9%He

Fig. 2 Soot luminosity photographs
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flame was small. The adequacy of the optically thin treatment was
confirmed with RADCAL calculations.

To compare radiation from different flames, we first define ra-
diative fraction, �, for gas radiation, soot radiation, and total ra-
diation as

�gas =

	
0

l

� q�gasdz

	
0

l

�
k

K

wkWkhkdz

�3�

�soot =

	
0

l

� q�sootdz

	
0

l

�
k

K

wkWkhkdz

�4�

� = �gas + �soot �5�
In these definitions, the denominator is the chemical energy re-
lease rate and the integration limits are from the fuel-side inlet to
the oxidizer-side inlet.

4 Results

4.1 Flame Structure. Computed distribution of CH4, O2, and
major stable product species are shown in Figs. 3�a�–6�a�. Mea-
sured distribution of radiation-corrected temperature, OH, and
soot volume fraction are shown by symbols in these figures. The

computed locations of gas stagnation flame, non-premixed flame,
and premixed flame are indicated by vertical lines marked as SP,
NF, and PF, respectively. With progressive partial premixing, the
non-premixed reaction zone comes closer to the fuel side �also the
stagnation plane� due to the combined effect of dilution of the fuel
side by the added oxygen as well as the consumption of a fraction
of the fuel in the PF. In flame D �Fig. 6�a��, the premixed flame is
on fuel side of the stagnation plane while the non-premixed flame
coincides with the gas stagnation plane. The temperature and spe-
cies distribution in this flame are typical of interdependent flame
regime.

4.1.1 Soot Formation. Figure 3�a� shows soot volume fraction
distribution in the non-premixed flame, flame A*. With the non-
premixed “flame” �reaction zone� on the oxidizer side of the stag-
nation plane, soot formation begins on the fuel side of the OH
zone and soot grows as soot particles are driven by the flow-field
toward the particle stagnation plane �21�. The thickness of the soot
zone is limited to the distance between the flame and the �particle�
stagnation plane. In this flame, the soot volume fraction has a
sharp falloff on the fuel side of the soot distribution �Fig. 3�a��, as
soot leaves the flame at the particle stagnation plane.

4.1.2 Effects of Partial Premixing

4.1.2.1 Width of the soot zone. As shown in the soot luminos-
ity photographs �Fig. 2�, the soot zone thickness first decreased
and then increased with progressive partial premixing. The initial
decrease in soot zone thickness is attributed to movement of the
non-premixed flame toward the stagnation plane due to dilution of
the fuel and consumption of a fraction of the fuel by oxygen. This
also limits the soot formation region to between NF and PF, or SP.

Fig. 3 „a… Measured temperature, OH and fv with computed
locations of SP and major stable species, „b… flame radiation
and energy release in non-premixed flame, Flame A*

Fig. 4 „a… Measured temperature, OH and fv with computed
locations of SP and major stable species, „b… flame radiation
and energy release in PP flame, Flame B
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However, with progressive addition of O2 to the fuel side, an
increase in the thickness of the soot zone occurs. This is attributed
to transition from the merged flame regime to the interdependent
flame regime with soot formation taking place between spatially
separated NF and PF regions, as seen in Fig. 6�a�.

4.1.2.2 Peak soot loading. The initial decrease in the peak
soot loading �Fig. 3�a�� is attributed to dilution and suppressive
chemical effects of oxygen �18�. The subsequent increase is attrib-
uted to favorable temperature time histories �22�. It is interesting
to note that although flames D and A* have similar peak soot
loading; they have significantly different soot emission character-
istics. In flame A*, soot leaves the flame at the particle stagnation
plane where the soot volume fraction has reached its maximum,
whereas in flame D all the soot produced along the stagnation
streamline is consumed within the OH zone as soot is driven
toward the stagnation plane by the flow field. There is significant
overlap of OH and soot volume fraction distribution �Fig. 6�a��.
To our knowledge, this is the first reported measurement of OH
and soot in flames in the interdependent flame regime.

4.2 Energy Release and Flame Radiation

4.2.1 Energy Release. Computed distribution of energy re-
lease, gas radiation, and soot radiation is shown in Figs. 3�b�–6�b�.
In the non-premixed hydrocarbon flame, conversion of hydrocar-
bon fuel to CO2 and H2O takes place in two steps, in the first step,
the hydrocarbon fuel is oxidized to CO and H2, which is, in turn,
oxidized to CO2 and H2O in the second step. These two energy-
release processes represent the two peaks in the chemical energy-
release distribution shown as peak 1 and peak 2 in Fig. 3�b�. For

the partially premixed flames, in addition to the two non-premixed
energy-release peaks, a third energy-release peak �shown as peak
3 in Figs. 4, 5, and 6�b�� is observed that corresponds to consump-
tion of oxygen added to the fuel. For small levels of partial pre-
mixing, the area under the premixed energy-release peak is small
compared to the non-premixed energy-release peaks, as shown in
Fig. 4�b�. Corresponding temperature profile for the flame B is
indicative of the “merged-flame” regime. With further partial pre-
mixing, the energy-release contribution of the premixed reaction
zone becomes comparable to that of the non-premixed flame �see
Fig. 6�b��. Corresponding temperature distribution for flame D is
representative of the “interdependent-flames” regime, where the
premixed reaction zone has become strong and shows clear spatial
separation from the non-premixed reaction zone.

With progressive partial premixing, the peak flame temperature
increased �Figs. 3–5 and 6�a��. This is, in part, due to addition of
pure O2 to the fuel side, while the oxidizer for the non-premixed
flame was O2 with He as a diluent. Furthermore, the O2 added to
the fuel side consumes CH4 on the fuel side of the SP; fuel that
would have otherwise escaped unburned from the fuel side of the
stagnation plane. This results in an increase in energy release with
progressive partial premixing. Consequently, energy comparisons
are made by introducing fractions defined in Eqs. �3�–�5�.

4.2.2 Soot Radiation. The increase in soot luminosity �Fig. 2�
is qualitatively in agreement with a trend for peak soot radiation
in the flames �Figs. 3�b�, 4�b�, 5�b�, and 6�b��. Soot radiative
fraction and soot radiation from the flame, defined as 
0

l �q�sootdz,
first decreased and then increased for progressive levels of partial
premixing, as shown in Fig. 7. This trend follows the measured

Fig. 5 „a… Measured temperature, OH and fv with computed
locations of SP and major stable species, „b… flame radiation
and energy release in PP flame, Flame C

Fig. 6 „a… Measured temperature, OH and fv with computed
locations of SP and major stable species, „b… flame radiation
and energy release in PP flame, Flame D
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trend for peak soot volume fraction in these flames. Although
flame A* and flame D have similar peak soot loading, soot radia-
tive fraction is significantly enhanced because the thick soot zone
coincides with the wide temperature profile between the premixed
and the non-premixed reaction zones and an overall increase in
the flame temperature. The “interdependent regime” flame con-
figuration is therefore advantageous for enhancing soot radiation
while minimizing soot particulate emission.

4.2.3 Gas Radiation. Gas radiation, defined as 
0
l �q�gasdz, sys-

tematically increased for progressive levels of partial premixing as
shown in Figs. 8. This increase is attributed to �i� an increase in
the measured peak flame temperature and �ii� the profiles of CO,
CO2, and H2O get broader, especially in the interdependent flame
regime. The broad profiles of the radiating species also coincide
with broad temperature distribution as shown in Fig. 6�a�. How-
ever, despite an increase in the gas radiation from the flame, the
gas radiative fraction decreased. As is evident in Figs. 3�b�, 4�b�,
5�b�, and 6�b�, with progressive partial premixing, the energy re-
lease in the flame increases, primarily as more and more fuel is
consumed in the premixed reaction zone. The incremental in-
crease in the net energy release was bigger than the incremental
increase in gas radiation from the flame as oxygen was progres-
sively added into the fuel stream.

Combining both soot and gas radiation contributions, it was
found that the net radiative fraction first decreased and then in-
creased as oxygen was progressively added to the fuel side.

5 Conclusions
Effects of fuel-side partial premixing on sooting tendency was

studied for progressive addition of oxygen to the fuel side of
methane counterflow flames. A novel flame configuration is re-
ported �flame D in this study�, where soot is formed and oxidized
between the premixed and the non-premixed reaction zones on the
fuel side of the stagnation plane. This flame configuration has the
potential for lower soot particulate and NOx emissions with simul-
taneous enhancement of radiation heat transfer from flamelets.

The following observations can be made from these experi-
ments:

1. The peak soot volume fraction, as well as the soot zone
thickness first decreased and then increased with progres-
sive partial premixing.

2. Computed volumetric energy release increased with pro-
gressive partial premixing along with the relative impor-
tance of energy release in the premixed reaction zone.

3. Soot radiation from the flame as well as radiative fraction
for soot radiation first decreased and then increased in the
interdependent-flame regime.

4. Computed gas radiation increased with partial premixing.
The radiative fraction for the gas radiation, however, de-
creased due to a bigger increase in the net chemical en-
ergy release in the partially premixed flames.

These results are applicable to turbulent partially premixed
flames through the laminar flamelet theory. These results indicate
that if highly radiative turbulent flames are desired to increase
heat transfer and reduce NOx formation, then the correct amount
of partial premixing must be achieved to obtain the
interdependent-flame regime and the strain rate must be adjusted
to give sufficient residence time for soot formation. Previous ob-
servations show that the flame length of a turbulent coflow flame
decreases with progressive partial premixing for a variety of fuels,
indicating an increase in the volumetric energy release, which
agrees with the increase in the volumetric energy release at the
flamelet level. These studies also report an increase in the peak
flame temperature due to decrease in radiation as a fraction of
chemical energy release. The flamelet results presented in this
paper explain this observation via an observed decrease in the gas
radiation fraction. However, this can be compensated by making
conditions appropriate for soot formation and oxidation and in-
creasing the soot radiation fraction.
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Unsteady Mixed Convection From
a Moving Vertical Slender
Cylinder
A general analysis has been developed to study flow and heat transfer characteristics of
an unsteady laminar mixed convection on a continuously moving vertical slender cylin-
der with surface mass transfer, where the slender cylinder is inline with the flow. The
unsteadiness is introduced by the time-dependent velocity of the slender cylinder as well
as that of the free stream. The calculations of momentum and heat transfer on slender
cylinders considered the transverse curvature effect, especially in applications such as
wire and fiber drawing, where accurate predictions are required. The governing bound-
ary layer equations along with the boundary conditions are first cast into a dimensionless
form by a nonsimilar transformation, and the resulting system of nonlinear coupled
partial differential equations is then solved by an implicit finite difference scheme in
combination with the quasi-linearization technique. Numerical results are presented for
the skin friction coefficient and Nusselt number. The effects of various parameters on the
velocity and temperature profiles are also reported here. �DOI: 10.1115/1.2165206�

Keywords: mixed convection, slender cylinder, quasi-linearization, nonsimilar solution

1 Introduction

Unsteady mixed convection flows do not necessarily admit
similarity solutions in many practical situations. The unsteadiness
and nonsimilarity in such flows may be due to the freestream
velocity or due to the curvature of the body or due to the surface
mass transfer or even possibly due to all these effects. Because of
the mathematical difficulties involved in obtaining nonsimilar so-
lutions for such problems, most investigators have confined their
studies either to steady nonsimilar flows or to unsteady semi-
similar or self-similar flows �1–3�.

Flows over cylinder are usually considered to be two-
dimensional as long as the body radius is large compared to the
boundary layer thickness. On the other hand, for a slender cylin-
der, the radius of the cylinder may be of the same order as that of
the boundary layer thickness. Therefore, the flow may be consid-
ered as axisymmetric instead of two-dimensional. The flow nature
on a slender body is much characterized by its two surface curva-
tures, viz., the longitudinal one in the meridian plane and the
transverse one in a plane normal to the axis of symmetry. The
former is a quantity that is associated with any curved surface that
causes centrifugal force in the flow. In the usual treatment of
boundary layer analysis, longitudinal curvature is assumed to be
very small compared to unity. Therefore, the effect of the longi-
tudinal curvature in the boundary layer is negligible.

The governing equations contain the transverse curvature term,
which strongly influences the velocity and temperature fields and,
correspondingly, the skin friction and heat transfer rate at the wall.
Among the earlier studies, the magnitude of the transverse curva-
ture effect has been investigated for isothermal laminar flows by
Stewartson �4� and Cebeci �5� and the results show that the local
skin friction can be altered by an order of magnitude due to an
appropriate change in the ratio of boundary layer thickness to
cylinder radius. It is therefore evident that the calculations of mo-
mentum and heat transfer on slender cylinders should consider the
transverse curvature effect, especially in applications such as wire

and fiber drawing, where accurate predictions are required and
thick boundary layers can exist on slender or near-slender bodies.

Mixed convection flow over a slender vertical cylinder due to
the thermal diffusion has been considered by Chen and Mucoglu
�6� and Mucoglu and Chen �7� for the constant wall temperature
and constant heat flux conditions, respectively. They solved the
partial differential equations, approximately, using the local non-
similarity method. Subsequently, Bui and Cebeci �8�, Lee et al.
�9�, Wang and Kleinstruver �10�, and, most recently, Takhar et al.
�11� have solved this problem using an implicit finite difference
scheme. All of the above studies pertain to steady flows. In many
practical problems, the flow could be unsteady due to the velocity
of the moving slender cylinder, which varies with time, or due to
the impulsive changes in the cylinder velocity or due to the
freestream velocity, which varies with time. There are several
transport processes with surface mass transfer, i.e., injection �or
suction� in industry where the buoyancy force arises from thermal
diffusion caused by the temperature gradient, such as a polymer
fiber coating or the coating of wires, etc. In these applications, the
careful control of the yarn-quenching temperature or the heating
and cooling temperature has a strong bearing on the final product
quality �12�. When the ratio of the boundary layer thickness to the
radius of the cylinder becomes larger than 1, the curvature effect
leads to an increase of the heat transfer coefficient compared to
that characterizing the flat-plate situation �13�. Therefore, as a step
toward the eventual development on unsteady mixed convection
flows, it is interesting as well as useful to investigate the com-
bined effects of transverse curvature, viscous dissipation, and ther-
mal diffusion on a continuously moving vertical slender cylinder,
where the cylinder velocity and freestream velocity vary arbi-
trarily with time.

The objective of the present investigation is to obtain a non-
similar solution for the unsteady mixed convection flow along a
slender vertical heated cylinder that is moving in the same direc-
tion as that of freestream velocity. The nonsimilar solution of the
coupled nonlinear partial differential equations governing the
mixed convection flow has been obtained numerically using the
method of quasi-linearization with the combination of an implicit
finite difference scheme �14�. Particular cases of the present re-
sults have been compared to those of Chen and Mucoglu �6� and
Takhar et al. �11�.
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2 Analysis
We consider the unsteady laminar mixed convection flow along

a heated vertical slender cylinder with injection and suction. The
blowing rate is assumed to be small and does not affect the invis-
cid flow at the edge of the boundary layer. It is assumed that the
injected fluid processes the same physical properties as the bound-
ary layer fluid and has a static temperature equal to the wall tem-
perature. The unsteadiness in the flow field is introduced by the
cylinder velocity and freestream velocity, which vary with time.
The flow is taken to be axisymmetric, and Fig. 1 shows the coor-
dinate system and the physical model. Thermophysical properties
of the fluid in the flow model assumed to be constant except the
density variations causing a body force term in the momentum
equation. The Boussinesq approximation is invoked for the fluid
properties to relate density changes to temperature changes, and to
couple in this way the temperature field to the flow field �15�.
Under the above assumptions, the governing boundary layer equa-
tions can be expressed as �11,16,17�
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The initial conditions are

u�0,x,r� = ui�x,r�, v�0,x,r� = vi�x,r�, T�0,x,r� = Ti�x,r�
�4�

and the boundary conditions are given by

u�t,x,R� = uw�t� = uw,0��t*�, v�t,x,R� = vw, T�t,x,R� = Tw
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to Eqs. �1�–�3�, we find that Eq. �1� is identically satisfied, and
Eqs. �2� and �3� reduce to
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The boundary conditions for these equations are expressed by

F��,0,t*� = �2, G��,0,t*� = 1 for 0 � t*, � � 1

F��, � ,t*� = 2, G��, � ,t*� = 0 for 0 � t*, � � 1 �9�
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The surface mass transfer parameter A0 or A�0 according to
whether there is a suction or injection. We have assumed that the
flow is steady at time t*=0 and becomes unsteady for t*0 due to
the time-dependent freestream velocity �ue�t�=u���t*�� and the
cylinder velocity �uw�t�=uw,0��t*��, where ��t*�=1+�t*2 ;��0.
Hence, the initial conditions �i.e., conditions at t*=0� are given by
the steady-state equations obtained from Eqs. �7� and �8� by sub-
stituting ��t*�=1, d� /dt*=Ft*=Gt*=0 when t*=0. The corre-
sponding boundary conditions are obtained from �9� when t*=0. It
may be noted that the steady-state equations in the absence of
viscous dissipation for �=1 are the same as those of Chen and-
Mucoglu �6� and Takhar et al. �11� with N=0.

The quantities of physical interest are as follows �16,17�:
The local surface skin friction coefficient given by

Cf =
2�w

�u�
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�r �w

�u�
2 = 2−1Rex

−�1/2���t*��F��w

Thus,

Rex
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The local Nusselt number can be expressed as

Rex
−�1/2�Nu = − 2−1�G��w �10�

where
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�x� �T

�r ��w

Tw − T�

Fig. 1 Physical model and coordinate system
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3 Method of Solution
The set of dimensionless equations �7� and �8� under the bound-

ary conditions �9� with the initial conditions obtained from the
corresponding steady-state equations has been solved numerically
using an implicit finite difference scheme in combination with the
quasi-linearization technique. Since the method is described by
Inouye and Tate �14� and also explained in a recent paper by Roy
and Saikrishnan �18�, its detailed description is not presented here
for the sake of brevity. In brief, the nonlinear coupled partial
differential equations were replaced by an iterative sequence of
linear equations following quasi-linearization technique. The re-
sulting sequence of linear partial differential equations were ex-
pressed in difference form using central difference scheme in �
direction and backward difference scheme in � and t* directions.
In each iteration step, the equations were then reduced to a system
of linear algebraic equations with a block tridiagonal structure,
which is solved by using the Varga algorithm �19�.

To ensure the convergence of the numerical solution to the
exact solution, the step sizes ��, ��, and �t* have been optimized
and the results presented here are independent of the step sizes, at
least up to the fourth decimal place. The step sizes ��, ��, and
�t* have been taken as 0.01,0.02, and 0.01, respectively. A con-
vergence criteria based on the relative difference between the cur-
rent and previous iteration values are employed. When the differ-
ence reaches �10−4, the solution is assumed to have converged
and the iterative process is terminated.

4 Results and Discussion
The computations have been carried out for various values of

Pr�0.7�Pr�7.0�, 
�0�
�3�, �2�0��2�2�, Ec�0�Ec�0.3�,
and A�−0.5�A�0.5�. The edge of the boundary layer �� is taken

between 3 and 5, depending on the values of parameters. The
results have been obtained for both accelerating ���t*�=1
+�t*2 ,�0,0� t*�1� and decelerating ���t*�=1+�t*2 ,��0,0
� t*�1� freestream velocities of the fluid. In order to validate our
method, we have compared steady-state results of skin-friction
and heat transfer coefficients �F��0,0� ,G��0,0�� with those of
Chen and Mucoglu �6� and Takhar et al. �11�. The results are
found in excellent agreement, and comparisons are shown in
Table 1.

The effects of surface curvature parameter � �or the axial dis-
tance� and buoyancy parameter 
 on velocity and temperature
profiles �F ,G� for accelerating flow ��t*�=1+�t*2 ,�=0.5, when
�2=1, Ec=0.1, A=0, Pr=0.7 and 7.0, are displayed in Figs. 2 and
3. Also, the effects of � and 
 on the skin friction and heat transfer
coefficients �Rex

1/2Cf ,Rex
−1/2Nu� are presented in Fig. 4. The ac-

tion of the buoyancy force shows the overshoot in the velocity
profiles �F� near the wall for lower Prandtl number �Pr=0.7�, but
for higher Prandtl number �Pr=7.0�, the velocity overshoot in F is
not observed as shown in Fig. 2. The magnitude of the overshoot
increases with the buoyancy parameter 
. The reason is that the
buoyancy force �
� effect is larger in a low Prandtl number fluid
�Pr=0.7, air� due to the lower viscosity of the fluid, which en-
hances the velocity as the assisting buoyancy force acts like a
favorable pressure gradient and the velocity overshoot occurs. For
higher Prandtl number fluid �Pr=7.0, water�, the velocity over-
shoot is not present because higher Prandtl number fluid implies
more viscous fluid, which makes it less sensitive to the buoyancy
parameter 
. The effect of 
 is comparatively less on the tempera-
ture �G� as shown in Fig. 2. Because of the increase in surface
curvature parameter �, the steepness in velocity and temperature
profiles �F ,G� near the wall increases, but the magnitude of the

Fig. 2 Effects of � and Pr on F and G for �„t*
…=1+�t2 , �=0.5

when Ec=0.1, �2=1, �=0.5, and A=0

Table 1 Comparison of the steady-state results „f��„� ,0… ,−G�„� ,0…… with those of Chen and
Mucoglu †6‡ and Takhar et al. †11‡

Present results Chen and Mucoglu �6� Takhar et al. �11�
� 
 f���� ,0� −G��� ,0� f���� ,0� −G��� ,0� f���� ,0� −G��� ,0�

0 0 1.3282 0.5854 1.3282 0.5854 1.3281 0.5854
0 1 4.9664 0.8220 4.9666 0.8221 4.9663 0.8219
0 2 7.7122 0.9304 7.7126 0.9305 7.7119 0.9302
1 0 1.9169 0.8666 1.9172 0.8669 1.9167 0.8666
1 1 5.2580 1.0621 5.2584 1.0621 5.2578 1.0617
1 2 7.8871 1.1688 7.8871 1.1690 7.8863 1.1685

Fig. 3 Effect of � on F and G for �„t*
…=1+�t2 , �=0.5 when �

=1, Pr=0.7, Ec=0.1, �2=1, and A=0
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velocity overshoot slightly decreases, as can be seen in Fig. 3. The
increase in � acts as a favorable pressure gradient, and the effect
of � is small so that it does not cause the velocity profiles to
increase the magnitude of the overshoots further, as in buoyancy-
aided flow. Similar trends have been observed by Chen and Muco-
glu �6� and Takhar et al. �11� for the steady-state case. Further-
more, from Fig. 4, it is observed that the skin friction and heat
transfer coefficients �Rex

1/2Cf , Rex
−1/2Nu� increase with the in-

crease of buoyancy parameter �
�. The physical reason is that the
positive buoyancy force �
0� implies favorable pressure gradi-
ent, and the fluid gets accelerated, which results in thinner mo-
mentum and thermal boundary layers. Consequently, the local
skin friction �Rex

1/2Cf� and the local Nusselt number �Rex
−1/2Nu�

are also increased at any time �t*�, as shown in Fig. 4. For ex-
ample, for �2=1.0, Pr=0.7, Ec=0.1, and A=0.0 at time t*=0.5,
Fig. 4 shows that the percentage increases, in Rex

1/2Cf and
Rex

−1/2Nu for the increase of 
 from 1 to 3 are approximately
121% and 14%, respectively.

The effects of wall velocity �2 and mass transfer parameter A
on skin friction and heat transfer coefficients for ��t*�=1+�t*2,
�=0.5, �2=1, Pr=0.7, and Ec=0.1 are presented in Fig. 5. In

addition, Fig. 6 displays the effect of �2 and A on velocity profiles
�F� for time t*=0 and t*=1. Results indicate that the skin friction
coefficient �Rex

1/2Cf� decreases, but the heat transfer rate at the
wall increases for all values of A and time t* due to the increase of
the wall velocity �2. Actually, the increase of the wall velocity
��2� gives a slip over the surface as a result of which skin friction
coefficient decreases. For the sake of clarity, we also present some
of the results quantitatively. For example, for t*=1.0 and A=
−0.5, the skin friction coefficient �Rex

1/2Cf� reduces approximately
by 19% and the heat transfer coefficient �Rex

−1/2Nu� increases ap-
proximately by 25% as the wall velocity �2 increases from 0 to 1.
Figure 5 also shows that for all time t*, both Rex

1/2Cf and Rex
−1/2Nu

increase with suction�A0� but decrease with the increase of in-
jection �A�0�. In case of injection, the fluid is carried away from
the surface, causing reduction in velocity gradient as it tries to
maintain the same velocity over a very small region near the sur-
face, and this effect is reversed in the case of suction. The graphs
of the velocity profiles �F� versus � in Fig. 6 show that the injec-
tion �A�0� as well as the wall velocity ��2� cause a decrease in
the steepness of the profiles �F� near the wall, but the steepness of
the profiles �F� increases with suction. For all the cases, the pro-
files �F� at a later time t*=1.0 are comparatively less steeper near
the wall than those at the initial time t*=0.0.

Figures 7 and 8 display the effects of Prandtl number and Eck-
ert number for accelerating and decelerating freestream flows
���t*�=1+�t*2, �=0.5, and �=−0.5� on the local skin friction and
heat transfer coefficients �Rex

1/2Cf ,Rex
−1/2Nu�, where �2=1.0, 


=1.0, and A=0.0. Also, the effects of Pr and Ec on temperature
profiles �G� for accelerating freestream flows ���t*�=1+�t*2 ,�
=0.5� with the same data are shown in Fig. 9. It is found from Fig.
7 that the skin friction coefficient decreases with the increase of
the Prandtl number. Because the higher Prandtl number fluid
means more viscous fluid, which increases the boundary layer
thickness and, consequently, reduces the shear stress. On the other
hand, Figs. 8 and 9 reveal that the surface heat transfer rate in-
creases significantly with Pr �see Fig. 8� as the higher Pr number
fluid has a lower thermal conductivity, which results in the thinner
thermal boundary layer �see Fig. 9� and, hence, a higher heat
transfer rate at the wall. To be more specific, for 
=1, �2=1, A
=0, Ec=0.1, and t*=0.5 as Pr increases from 0.7 to 7.0, Rex

1/2Cf

decreases by about 36% and Rex
−1/2Nu increases by 114%, respec-

tively. Thus, the heat transfer rate at the wall can be reduced by
using a low Prandtl number fluid, such as air �Pr=0.7�. It is ob-

Fig. 4 Effects of � and � on Rex
1/2Cf and Rex

−1/2Nu for �„t*
…=1

+�t2, �=0.5 when Pr=0.7, Ec=0.1, �2=1, and A=0

Fig. 5 Effects of A and �2 on Rex
1/2Cf and Rex

−1/2Nu for �„t*
…

=1+�t2 ,�=0.5 when �=1, Pr=0.7, and Ec=0.1

Fig. 6 Effects of A and �2 on F for �„t*
…=1+�t2, �=0.5 when

�=1, Pr=0.7, �=0.5, and Ec=0.1
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served from Fig. 8 that, due to an increase of the viscous dissipa-
tion parameter Ec, Rex

1/2Cf increases, but Rex
−1/2Nu decreases and

the effect is more pronounced on the heat transfer coefficient
�Rex

−1/2Nu�. In particular, it is found for accelerating flow ��
=0.5� that the percentage decrease of Rex

−1/2Nu for an increase in
Ec from 0 to 0.2 at t*=1.0 is 100% as compared to 10% of
Rex

1/2Cf for the same data. This behavior is in support of the
common fact that the viscous dissipation affects the thermal
boundary layer more than the momentum boundary layer. In case
of accelerating flow, Fig. 7 shows that both the skin friction coef-
ficient and the heat transfer rate increase with time t* and the
effect of the time variations is found to be more pronounced on
the skin friction coefficient than on heat transfer rate, because the
change in the freestream velocity with time strongly affect the
velocity component. For example, for Pr=7.0 the values of
Rex

1/2Cf and Rex
−1/2Nu increase by about 25% and 6%, respec-

tively, when the time t* increases from 0 to 1.

5 Conclusions
Nonsimilar solution of an unsteady mixed convection flow over

a continuously moving slender cylinder has been obtained for

both accelerating and decelerating freestream velocities. Results
indicate that the skin friction and heat transfer coefficients are
significantly affected by the time-dependent freestream velocity
distributions. It is found that the buoyancy force �
� enhances the
skin friction coefficient and Nusselt number. In the presence of the
buoyancy force �
0�, the velocity profile exhibits velocity over-
shoot for lower Prandtl number and the buoyancy parameter tends
to increase its magnitude. For a fixed buoyancy force, the Nusselt
number increases with Prandtl number, but the skin friction coef-
ficient decreases. In fact, the increase in Prandtl number causes a
significant reduction in the thickness of thermal boundary layer.
As expected, both skin friction and heat transfer coefficients in-
crease with suction but decrease with the increase of injection. In
contrast, the effect of wall velocity is to decrease the skin friction
but to increase the heat transfer rate. Furthermore, it is noted that
the curvature parameter steepens both the velocity and tempera-
ture profiles, but injection �A�0� does the reverse. The heat trans-
fer rate is found to depend strongly on viscous dissipation, but the
skin friction is little affected by it.

Nomenclature
A � surface mass transfer parameter

Cf � local skin friction coefficient
cp � specific heat at constant pressure
Ec � Eckert number

f , f� � dimensionless stream function, velocity
component

g � acceleration due to gravity �ms−2�
G � dimensionless temperature

Grx � Grashof number.
k � thermal conductivity �W m−1K−1�

Nu � local Nusselt number.
Pr � Prandtl number
r � radial coordinate

Rex � Reynolds number
R � radius of cylinder

t , t* � dimensional and dimensionless times,
respectively

T � temperature �K�
u � axial velocity component �ms−1�
v � radial velocity component �ms−1�
x � axial coordinate

Fig. 7 Effect of Pr on Rex
1/2Cf and Rex

−1/2Nu for �„t*
…=1+�t2, �

=0.5 and �=−0.5 when �=1, Ec=0.1, �2=1, A=0, and �=0.5

Fig. 8 Effect of Ec on Rex
1/2Cf and Rex

−1/2Nu for �„t*
…=1+�t2, �

=0.5 and �=−0.5 when �=1, Pr=0.7, �2=1, A=0, and �=0.5

Fig. 9 Effects of Pr and Ec on G for �„t*
…=1+�t2, �=0.5 when

�=1, A=0, �2=1, and �=1.0
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Greek Symbols
� � thermal diffusivity �m2s−1�

�2 � wall velocity
� � volumetric coefficient of the thermal expansion

�K−1�
� � constant
� � nondimensional parameter

 � buoyancy parameter
� � dynamic viscosity �kg m−1 s−1�
� � kinematic viscosity �m2 s−1�
� � transverse curvature

��t*� � function of t* with first order continuous
derivative

� � density �kg m−3�

Subscripts
i � initial condition
o � value at the wall for t*=0

w ,� � conditions at the wall and infinity, respectively
t ,x ,r � denote the partial derivatives with respect to

these variables, respectively
� ,� , t* � denote the partial derivatives with respect to

these variables, respectively
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Medium Resolution Transmission
Measurements of Water Vapor at
High Temperature
Medium-resolution transmissivities of water vapor were measured at temperatures be-
tween 600 and 1550 K for all-important vibration-rotation bands as well as part of the
purely rotational band. Measurements were made with an improved drop tube design,
which ensures a relatively isothermal high-temperature gas column. Data were collected
with a Fourier-transform-infrared-spectrometer, allowing for much better spectral reso-
lution than most previous high-temperature measurements. The measured data were com-
pared to the HITEMP database, as well as with the data of Phillips for the 2.7 �m band
of H2O. The data show minor discrepancies with the high-resolution database, particu-
larly at higher temperatures, but, in general, agreement is acceptable.
�DOI: 10.1115/1.2165209�

1 Introduction
Knowledge of radiative properties of combustion gases is re-

quired to accurately predict radiative fluxes in a number of physi-
cal systems, such as fires and combustion systems. Unfortunately,
absorption coefficients of absorbing gases are not known with
sufficient accuracy to make reliable heat transfer calculations, es-
pecially at high temperatures. Spectra of gases broadened by N2,
air, and other buffer gases have been investigated by a number of
researchers. For example, Rinsland et al. �1� describe atmospheric
measurements of water-vapor absorption using a telescope and a
Fourier-transform-infrared �FTIR� spectrometer. Atmospheric
measurements have also been made with FTIR spectrometers for
ozone �2,3� and CO �4�. Atmospheric measurements permit long
optical paths, at the cost of isothermality and homogeneity of the
path. And, of course, it is not possible to make high-temperature
atmospheric measurements.

Laboratory measurements are made with window cells �un-
cooled �5–7� or water-cooled �8–10��, nozzle seal cells �11–14�,
and free jet devices �15,16�. Hot-window cells consist of a gas
column confined within a container by windows at the ends. Al-
though isothermality of the gas is ensured, such measurements are
usually limited to temperatures of below 800 K �17�. Cold-
window cells use water-cooled windows, thus allowing higher
temperatures. However, it is impossible to obtain a truly isother-
mal gas column with such a device �8�. Nozzle seal cells contain
the combustion gases within open flow cells by means of layers of
inert gases �N2 or argon� on either end. Although these cells elimi-
nate some of the problems associated with windows, they may
cause density and temperature gradients near the seal, as well as
scattering by the turbulent eddies of the mixing flows �18�. Free
jet devices use a burner and jet, and may thus be used for ex-
tremely high temperatures, at the cost of considerable uncertainty
in the gas temperature and density distribution, as well as the path
length.

Radiation measurements have been made for various water-
vapor bands by other researchers. Esplin et al. �19� have measured
line positions and line intensities for lines in the 720–1400 cm−1

spectral region of H2O. Their measurements were made at 20 Torr

and 1000 K, in a heated 1.75 m single-pass absorption cell. Phil-
lips �20� has made moderately high-resolution measurements
�0.06 cm−1� for the 2.7 �m band of H2O at temperatures of up to
a 1000 K, which were later degraded to 25 cm−1. These measure-
ments were made with a Nicolet 8000 FTIR spectrometer
equipped with a CaF2 beam splitter and a globar source. The data
were obtained over a range of optical depths from 0.4 to
20.3 atm cm. Band-model parameters were obtained from the av-
eraged data, assuming a combined Lorentz-Doppler model, and
comparisons were made to other band-model data and with line-
by-line calculations.

Fleckl et al. �21� have made comparisons of experimental and
HITEMP �22� transmissivities for CO, CO2, and H2O for tempera-
tures of up to 1100°C. Their measurements were made at a reso-
lution of 0.5 cm−1 and required subtraction of the emission signal
from the total of emission and reflection. Their results for CO2

show higher absorption than HITEMP at 1100°C in the wings of
the 4.3 �m band, similar to our earlier CO2 measurements
�17,23�. Fleckl’s high-temperature data for H2O show higher ab-
sorption than HITEMP for some parts of the 6 �m band, and less
absorption than HITEMP for other parts of the same band, similar
to the data presented below. In some cases, their measured absorp-
tances are as much as 50% off from HITEMP predictions.

In the present work, medium resolution �4 cm−1� transmission
measurements were made for the rotational, 6.3, 2.7, and 1.8 �m
bands of H2O with a drop-tube mechanism and FTIR spectrom-
eter. These measurements were made at a total pressure of 1 atm,
for H2O/N2 mixtures at temperatures of up to 1550 K. The setup
used for our earlier CO2 measurements �17,23� was modified for
these measurements. These modifications consisted of opening up
the optical path �using larger mirrors and openings� so as to allow
a better signal, as well as switching the locations of the source and
the detector �24� to eliminate furnace emission. Remodulated fur-
nace emission was eliminated by taking advantage of the cube-
corner optics within the FTIR spectrometer, as described in �24�.

These measurements were compared to transmissivities ob-
tained from the HITEMP database �22�. This database lists line
locations, strengths, and half-widths for various gases. These line
data were used to obtain narrowband transmissivities, using a
custom-written code. For further details of the code, as well as of
the procedure adopted to obtain transmission data from HITEMP,
the reader is referred to �17,23�.
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2 Experimental Details
Narrowband H2O transmission measurements were made at

temperatures of up to 1550 K with a resolution of 4 cm−1 using a
drop-tube mechanism and FTIR spectrometer. A diagram of the
setup is shown in Fig. 1.

The setup used for our earlier CO2 measurements �17,23� was
modified so as to �i� allow a larger signal and �ii� eliminate modu-
lated furnace emission. As Fig. 1 shows, steam from a steam
generator was mixed with preheated N2. The mole fraction of
H2O was varied by varying the flow rates of N2 and steam. An
Agilent series Micro Gas Chromatograph was used to measure the
mole fraction of H2O within the furnace. A ZnSe window at the
bottom of the drop tube prevented the absorbing mixture from
entering the rest of the optical path, which was purged with dry N2
to eliminate atmospheric CO2 and H2O. Further details of the
setup may be found in �23,17�.

The transmissivity of H2O at a given temperature and pressure
path length was obtained by ratioing the signal obtained with the
required concentration of H2O at that temperature with the signal
obtained without H2O �i.e., with the furnace filled with N2� at the
same temperature. Six spectra were taken with 0% H2O at each
length and temperature, and these were averaged to give the base
signal at that length and temperature. Another six spectra were
taken at each measurement condition �length, temperature, and
H2O mole fraction�, and these spectra were ratioed with the base
spectra at that length and temperature to obtain the transmissivity
for that measurement condition. The six transmission spectra were
then used to calculate an average narrowband transmissivity, as
well as a standard deviation as an estimate of the random error of
the measurement.

Since the modulated emission from the furnace was eliminated
�24�, it was no longer necessary to subtract the emission signal
from the total of the emission and reflection as described in �17�.
Data were collected using a wideband MCT detector with a KBr
beamsplitter and an IR source for the rotational, 6.3 and 2.7 �m
bands of H2O, and an InGaAs detector with a Quartz beamsplitter
and tungsten-halogen source for the 1.8 �m band.

3 Data Analysis
The measured data at each temperature are compared to results

from the HITEMP database. The linelist calculated for a nominal
1000 K for water vapor was used to make the comparisons. Areas

of differences and agreement with the database are identified. Line
data from the HITEMP database are used to calculate narrowband
transmissivities at the measured resolution, taking into account
instrument broadening by the FTIR spectrometer. The spectrom-
eter used triangular apodization with a half-width at the base of
4 cm−1, and thus a sinc2 function was used to model the instru-
ment broadening, as explained in �23�. The measurements were
made over a period of 8–12 hr for each temperature, which made
it necessary to correct for the drift in the strength of the signal at
the detector. This drift could be due to temperature fluctuations of
the optical components �mirrors and beamsplitters� or varying de-
tectivity of the cryogenic MCT detector. Since the transmissivity
was obtained as the ratio of two signals, the “baseline transmis-
sivity,” which is the transmissivity in the regions of the spectrum
over which the gas does not absorb radiation, is expected to be
100%. However, since the signal may be varying with time, the
baseline transmissivity could be different from 100% in these re-
gions. Thus, an estimate of the factor by which the signal has
changed at each spectral location within the bands may be ob-
tained by interpolating the baseline transmissivity in the band re-
gions. The experimental transmissivity in the bands is then di-
vided by the interpolated transmissivity to correct for the drift.
The maximum drift was of the order of 10%, i.e., the transmission
spectra obtained had a baseline of between 90% and 110% trans-
mission.

In some cases, there were no optically thin regions of the spec-
trum outside the bands where the transmissivity was close to
unity. This was especially the case for the rotational band of H2O,
which extends to zero on the wave-number scale. Since the wide-
band MCT detector has a useful range of between 600 and
4000 cm−1, the transmissivities predicted by HITEMP at these
wave numbers were used to calculate the baseline.

It was also noted that the locations of the peaks in the experi-
mental transmission spectra did not precisely match those pre-
dicted by HITEMP, especially at higher wave numbers �by a
maximum of �3.5 cm−1�. These differences could be due to in-
correct FTIR calibration, instrument line function, or incorrect
line center locations in the HITEMP database. These differences
could be of the order of 2 cm−1 �25�, although differences of
3.5 cm−1 are somewhat large. Thus, the experimental spectral lo-
cations were also modified so as to line up the experimental peaks
with those obtained from the HITEMP databank. An analysis of
the experimental error was also performed, as outlined below.

The narrowband �mean� absorption coefficient �̄ is defined as

Fig. 2 Relative and absolute uncertainties in �̄

Fig. 1 Experimental setup „not to scale…
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�̄ = exp�− �̄xl� �1�

where �̄ is the narrowband transmissivity, x is the mole fraction of
water vapor and l is the path length. The uncertainty in the trans-
missivity results from uncertainties in temperature, mole fraction,
and path length. Assuming that the temperature uncertainty affects
the narrowband absorption coefficient only through the gas den-
sity,

�̄ �
1

T
�2�

and

��̄

�T
= −

�̄

T
�3�

Thus, the root-sum-of-squares �RSS� error �w� in the narrowband
transmissivity may be obtained as

w�̄ =�� � �̄

�T
wT�2

+ � � �̄

�x
wx�2

+ � � �̄

�l
wl�2

�4�

But

� �̄

�T
=

� �̄

��̄

��̄

�T
= − exp�− �̄xl�xl�−

�̄

T
� �5�

since the temperature does not affect x and l. Thus,

w�̄ = exp�− �̄xl���̄xl���wT

T
�2

+ �wx

x
�2

+ �wl

l
�2

�6�

i.e.,

w�̄

�̄
= �̄xl��wT

T
�2

+ �wx

x
�2

+ �wl

l
�2

�7�

or

w�̄

�̄
= �− log �̄���wT

T
�2

+ �wx

x
�2

+ �wl

l
�2

�8�

The uncertainty in temperature was �2% at all temperatures.
The Micro GC used to measure the H2O mole fraction was accu-
rate to 5%, while the error in the distance between the bottom of
the drop tube to the platinum mirror was around 1 mm, owing to
uncertainty in the exact location of the platinum mirror in the
furnace, which results from mirror distortion at high temperatures
as well as tilting of the mirror during optical alignment. Thus, at
the minimum path length of 10 cm, the uncertainty in the length
was �2% �since the path length is twice the minimum 5 cm dis-
tance between the bottom of the drop tube and the mirror�. Figure
2 shows the resulting uncertainty in the narrowband transmissiv-
ity. As the figure shows, the maximum absolute error in the trans-
missivity caused by T, x, and l is �0.03.

Fig. 4 Comparison of experimental data with HITEMP „1550 K, rotational band of H2O…

Fig. 3 Comparison of experimental data with HITEMP „1000 K, rotational band of H2O…
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4 Results and Discussion
Figure 3 compares the measurements for pure water vapor

�xH2O=1� at 1000 K for the rotational band of H2O with the trans-
missivities predicted by HITEMP. The figure also shows error
bars, which come from the experimental standard deviations of
the six different sets of transmission spectra, as described earlier.
Though the rotational band essentially goes to 0 cm−1 �or infinity
on wavelength scale�, the wideband MCT detector used for these
measurements is only accurate above �600 cm−1, as the larger
standard deviations at the low wave-number end indicate. It is
seen from the figure that HITEMP is fairly accurate for this band
�above 600 cm−1�, though there are regions where the database
shows somewhat more absorption than measurement, perhaps in-
dicating the presence of incorrectly extrapolated lines. Data for
the rotational band at 600 K were deemed unreliable, owing to
large inconsistencies between the six transmissivity spectra, which
resulted in large error bars and widely varying transmissivities
over the band, and thus these data are not presented here.

Figure 4 compares the experimental data for the same band
with HITEMP at 1550 K. The database is seen to agree with ex-
periment over most of the band, with minor differences at the high
wave-number end. The error bars are seen to be small at this
temperature.

Figure 5 compares the experimental data for pure water vapor
at 600 K for the 6.3 �m band of H2O with the transmissivities
predicted by HITEMP. As the figure shows, HITEMP predicts

somewhat less absorption than experiment below �1300 cm−1

and more absorption than experiment above this wave number.
This trend seems to be reversed at 1000 K �Fig. 6�, with HITEMP
predicting marginally less absorption than experiment beyond
�1500 cm−1. A similar trend is seen at 1550 K, with HITEMP
showing more absorption than experiment below �1300 cm−1

and less absorption above this wave number �Fig. 7�. The standard
deviations of the measurement �error bars� are seen to be reason-
ably small at 1000 and 1550 K. However, at 600 K, the deviations
are much larger, perhaps indicating that these data are less reliable
than those at higher temperatures, as the large differences with the
HITEMP database in the wings of the 6.3 �m band indicate.

The measured data for the 2.7 �m band of H2O are compared
to HITEMP at the same three temperatures in Figs. 8–10. At
600 K, HITEMP is seen to show less absorption than experiment
in the band wings �below �3300 cm−1 and above �4000 cm−1�
and more absorption in the center of the band. The opposite seems
to be true at 1000 K �Fig. 9�, perhaps indicating that the database
has incorrectly extrapolated lines or is missing some high-
temperature lines. At 1550 K, agreement between measurement
and HITEMP is generally good, with HITEMP predicting some-
what less absorption than the experimental data in the center of
the band. This might indicate missing lines in the database. Again,
the standard deviations are rather large at 600 K, and the experi-
mental data at this temperature may not be as reliable as desired.

Measured data at 600 K for the 1.8 �m band of H2O are com-

Fig. 5 Comparison of experimental data with HITEMP „600 K, 6.3 �m band of H2O…

Fig. 6 Comparison of experimental data with HITEMP „1000 K, 6.3 �m band of H2O…
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Fig. 7 Comparison of experimental data with HITEMP „1550 K, 6.3 �m band of H2O…

Fig. 8 Comparison of experimental data with HITEMP „600 K, 2.7 �m band of H2O…

Fig. 9 Comparison of experimental data with HITEMP „1000 K, 2.7 �m band of H2O…

378 / Vol. 128, APRIL 2006 Transactions of the ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 10 Comparison of experimental data with HITEMP „1550 K, 2.7 �m band of H2O…

Fig. 11 Comparison of experimental data with HITEMP „600 K, 1.8 �m band of H2O…

Fig. 12 Comparison of experimental data with HITEMP „1000 K, 1.8 �m band of H2O…
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Fig. 13 Comparison of experimental data with HITEMP „1550 K, 1.8 �m band of H2O…

Fig. 14 Comparison of experimental data with HITEMP and Phillips „600 K, 2.7 �m band of
H2O…

Fig. 15 Comparison of experimental data with HITEMP and Phillips „1000 K, 2.7 �m band of
H2O…
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pared to HITEMP in Fig. 11. As the figure shows, HITEMP shows
less absorption than measurement over the entire band. The same
is true at 1000 K �Fig. 12� and at 1550 K �Fig. 13�, which may
indicate missing high-temperature lines in the database.

The figures shown in this section are a representative sample
showing the accuracy of HITEMP at elevated temperatures. Many
more data for myriad conditions may be found in �24�.

The measured data for the 2.7 �m band of H2O were also com-
pared to the data of Phillips �20�. The experimental data at 4 cm−1

were degraded to the 25 cm−1 resolution of Phillips’ data. Figure
14 compares the current measurements to HITEMP and Phillips at
600 K. The error bars of his data were obtained from the standard
deviations provided in �20�. The error bar on top was obtained by
subtracting one standard deviation from both the k and d� param-
eters, whereas the lower one was obtained by adding a standard
deviation to the band model parameters. As the figure shows, Phil-
lips’ data are in closer agreement with HITEMP over most of the
band. However, as stated above, the 600 K data from the current
measurements may not be reliable.

Figure 15 compares the degraded experimental data at 1000 K
to HITEMP and Phillips. Phillips’ data show large error bars, but
are in closer agreement with HITEMP. The current measurements
show small error bars and predict more absorption than HITEMP,
which might indicate missing/incorrectly extrapolated lines in the
database.

5 Conclusions
Narrowband transmission measurements were made for the ro-

tational, 6.3, 2.7, and 1.8 �m bands of H2O at temperatures rang-
ing from 600 to 1550 K. These measurements were compared to
transmission data obtained from the HITEMP database, as well as
with the data of Phillips for the 2.7 �m band of H2O. Areas of
similarity and differences between the experimental and HITEMP
data were identified. Phillips’ data were seen to be in closer agree-
ment with HITEMP, but showed large error bars at higher tem-
peratures. HITEMP was seen to show slightly less absorption than
experiment over most of the bands at all the temperatures consid-
ered, indicating that the database may be missing some lines.
However, overall data from HITEMP follow experiment rather
closely, thus allowing confident use of the database for tempera-
tures up to 1600 K.
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Spectral-Directional Emittance of
CuO at High Temperatures
Spectral-directional emittance measurements for cupric oxide (CuO) are presented. The
data cover polar angles of 0–84 deg from the surface normal, wavelengths between 1.5
and 8 �m, and temperatures between 400 and 700°C. The data were generated using a
radiometric, direct emission measurement method. The oxide was grown on a very clean,
smooth, and mirror-like copper surface, heated in air at 700°C until emission measure-
ments became constant �270 h�. X-ray diffraction and EDS analyses were performed to
characterize the spatial and molecular composition of the copper oxide layer. It is gen-
erally found that CuO emittance decreases with increasing polar angle, increases with
increasing wavelength, and increases with increasing temperature. Spectral-directional
emittance values calculated from the Fresnel relations show good agreement with the
measurements up to polar angles of 72 deg. �DOI: 10.1115/1.2165207�

Introduction

Thermal management of copper components in electrical ma-
chinery and integrated circuit systems requires knowledge of the
radiative heat transfer properties of copper. More specifically,
since copper oxidizes in air at elevated temperatures, long-term
thermal management of an electrical or electronic device requires
knowledge of the radiative properties of copper oxide. The
asymptotic composition of copper oxide, when oxygen-annealed
at 1 atm pressure and less than 1100°C, is cupric oxide, CuO.
CuO films have utility as high temperature superconductors �1�,
suggesting another source of interest in the radiative properties of
CuO.

The radiative properties of CuO have been addressed in a num-
ber of works �2–5�. Features considered in these earlier studies
that impact thermal management are: temperature of the oxide, the
thickness of the oxide, the CuO concentration in the oxide and the
wavelength range over which radiative properties are obtained.
Drobny and Pulfrey �2� report on CuO produced by reactive sput-
tering in an oxygen/argon mixture. The complex index of refrac-
tion was calculated from reflectance and transmittance measure-
ments over the mainly visible range of 0.4–0.8 �m for CuO
thickness of 225 Å at room temperature. Wieder and Czanderna
�3� present similar measurements for a film thickness of 880 Å,
grown in air, as do Karlsson et al. �4�. These results are all in
qualitative agreement, though there is significant quantitative de-
viation between them. Jones et al. �5� present the spectral-
directional emittance of copper oxide from emission measure-
ments at higher temperatures �399–697°C� and wavelengths
�1.5–10 �m� that are of interest in radiative heat transfer studies.
The real part of refractive index was reduced. However, x-ray
diffraction studies of the samples in Ref. �5� indicated the pres-
ence of cupric oxide, CuO and cuprous oxide, Cu2O. Some
anomalous data were reported.

The objective of the present work is to refine and expand the
CuO radiative properties addressed in Ref. �5�. Greater care is
taken in sample preparation and composition assessment, and both
the real and imaginary parts of the refractive index are determined
from emittance measurements.

Oxidation of Copper
Copper forms only two oxides which are thermodynamically

stable, CuO—cupric oxide and Cu2O—cuprous oxide. For oxida-
tion temperatures of about 700°C in an O2 atmosphere of less
than 1 atm pressure, those stable phases are indicated by a
pressure-temperature diagram, Fig. 1 �from Ref. �6��. Due to
higher oxygen partial pressure on the surface, the CuO—cupric
oxide phase is expected to be the outer layer and Cu2O—cuprous
oxide is expected to be next to the copper substrate.

Oxidation of copper at high temperatures was studied by Pai-
dassi �7�, Lahiri, et al. �8�, and Yongfu et al. �9�, and the presence
of the two distinct layers was identified in each of these by x-ray
diffraction and/or SEM/EDX.

Experimental Apparatus
CuO was grown on copper plates mounted on a temperature

controlled heater block. An apparatus for measurement of radia-
tion intensity was used to determine the spectral-directional emit-
tance of the copper oxide layer. The apparatus is described more
fully in Ref. �5�. Radiative flux is measured within a finite solid
angle �Fig. 2� of 0.02 sr �maximum polar variation of 9 deg�.
Radiation leaving the sample �2� is reflected from an off-axis
parabolic gold-coated mirror �4� into a collimated beam. The col-
limated beam is then trimmed by a beam trimming plate �5�,
which has an aperture of 19 mm diameter. The 19 mm beam is
chopped �6� in order to help distinguish the intensity signal from
background noise. The modulated beam is passed through a set of
optical filters �7� to attenuate over and undertones and is refocused
by a second off-axis parabolic mirror �8� into a 1/8 grating mono-
chromator �9� in order to achieve spectral discrimination.

The output of the monochromator, which represents the radia-
tive flux within a certain bandwidth, is focused onto a pyroelectric
detector head �10�. The signal of the pyroelectric detector is am-
plified and read by a radiometer. The radiometer reading is cali-
brated using a blackbody �massive radiating cavity� controlled to
the same temperature as the sample. The first mirror used in the
optical path can be rotated using a rotation mechanism �11� and
the sample and heater block assembly can be set in different po-
sitions on its rack �1�. This allows the surface of the sample to be
viewed from different angles between normal and 84 deg from the
normal.

A sample of pure copper plate �99.9%�, 75�75�6 mm thick,
polished smooth to a mirror-like surface, was used in the experi-
ment. The plate was held at high temperature for an extended
period to oxidize, and then radiative emittance was measured.
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After cooling the sample, it was seen that the copper oxide is
comprised of two distinct layers. Figure 3 shows the copper oxide
micrograph removed from the copper substrate. The presence of
the outer CuO layer can be seen on the left side and the Cu2O on
the right side. Also, a porous region is apparent between the cop-
per oxide layers. X-ray diffraction analysis performed on both
layers shows that the upper layer is cupric oxide �CuO�, for which
all the peaks were identified, and the lower layer is cuprous oxide
�Cu2O�. Later EDS analyses of these layers indicate that the outer
layer has an O/Cu atomic concentration ratio of approximately
r=1, whereas the ratio of the second layer was r=1/2. The CuO
grown layer was uncontaminated and optically smooth, with a
nominal surface roughness of 0.832 �m.

Comparison of the x-ray diffraction and EDS results suggests
that the ratios r=1 and r=1/2 are associated with CuO and Cu2O
phases. The thicknesses of both oxides were determined from mi-
crograph pictures to be about 106 �m for CuO and 209 �m for
Cu2O.

Emittance Measurements
Copper plates were held at 700°C for oxidation. The change in

normal emittance was monitored as the oxide grew. Stable normal
emittance was achieved after 270 h of continuous heating. Surface
temperature was measured using a thermocouple embedded
through the heater block and extended into the copper plate to a
point just beneath its radiating surface and a heat flux based ex-
trapolation from there to the actual surface is performed. Radia-
tion measurement series were taken at 700°C �maximum operat-
ing temperature for copper components� and then decreased in
100°C increments to 400°C �minimum operating temperature for
emitted flux measurement using the present apparatus�. Measure-
ments of surface emittance were performed at different wave-
lengths by adjusting the grating angles in the monochromator and
the exclusion range of the filters. Measurements at different angles
to the surface normal were achieved by adjusting both the para-
bolic collecting mirror and the sample holder position on the slot-
ted arc rack. A radiating cavity blackbody source, kept at the same
temperature as the sample surface temperature, is used for online
calibration of the intensity measurement system. The
63.5-mm-diam blackbody cavity is machined into 152-mm-diam
copper stock and has a covering aperture plate with a
9.5-mm-diam aperture and a 15 deg emission cone. The black-
body wall temperature is controlled by a PID temperature control-
ler to the same temperature as the oxidizing plate. The blackbody
is insulated with 76-mm-thick ceramic wool blanket. Ten com-
plete calibration spectra measurements of intensity performed on
the blackbody indicate a standard deviation of less than 1% from
the mean for all considered temperatures and wavelengths of in-
terest. Measurements performed on the sample surface were com-
pared with the calibration measurements to determine the sample
surface emittance. A calibration factor C for the intensity measure-
ment system is determined according to

C��,Tc� =
1

Rc��,Tc�
��

�−��/2

�+��/2

I�b�Tc�d���� �1�

where Rc is the radiometer measurement taken with the blackbody
source set at temperature Tc, � is the wavelength setup, �� is the
wavelength measurement interval about wavelength �, I�b is the
blackbody intensity, � is the polar angle relative to the surface
normal, and �� is the finite measurement solid angle. The
spectral-directional emittance � is determined by

Fig. 1 Pressure-temperature diagram for the system copper-
oxygen †6‡. Reprinted with permission from Journal of Applied
Physics, 69„2…, p. 1021 „1991…. Copyright 2006, American Insti-
tute of Physics.

Fig. 2 Experimental setup

Fig. 3 Micrograph of copper oxide removed from copper
substrate
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��,��Ts� =
R���,�,Ts� � C��,Ts�

��
�−��/2

�+��/2

I�b�Ts�d����

�2�

where R� is the sample surface radiometer measurement and Ts is
the sample surface temperature. The measurement solid angle ��
about � and the wavelength band measurement are kept the same
between the radiometer measurement using blackbody source Rc
and from the sample surface R�. Therefore, the data reduction
system of the above equations is simplified to the ratio of R� to Rc
as long as Ts and Tc are equal. The intensity emitted from cupric
oxide surface at considered temperatures is assumed to be unpo-
larized. However the sample was rotated and no bias was found
due to orientation.

The uncertainty of the spectral-directional emittance may be
derived by combining the above equations as

u�
2 = � ��

�R�

� uR�
	2

+ � ��

�RC
� uRC

	2

+ � ��

�TC
� uTC

	2

+ � ��

�TS
� uTS

	2

�3�

where the uncertainties are denoted by u and their subscripts, and
�� and �� are considered to be perfectly repeatable. Further,
considering that Tc
Ts, and I�b�Tc�
 I�b�Ts�, the uncertainty may
be reduced to

u�
2 = �1 + �2��t9,95 � �SRC

RC
	�2

+ �4�

TS
	2

� �uTC

2 + uTS

2 � �4�

for ten complete calibration spectra and a 95% confidence inter-
val, where S is the sample standard deviation and t is a t-test
distribution parameter. For the data presented it may be shown
that the uncertainty of the emittance is dominated by the uncer-
tainty of the radiometer measurement. Other sources of uncer-
tainty are relatively insignificant. The uncertainty in spectral-
directional emittance was found to be approximately 1% of the
emittance value. Spectral-directional emittance reduced data for
CuO are shown in Table 1 for surface temperatures of 400, 500,
600, and 700°C. Due to low emissive power, for 400°C and the
wavelength of 1.5 �m the measurements could not be performed.
Since the sample surface temperature cannot be known until the
oxide thickness is accurately known, an identical sample was
heated in the same conditions and for the same period of time, and
upon cooling the oxide thickness was measured. Then the tem-
perature of the sample surface was calculated from

Tth − Ts

�t/k�Cu + �t/k�CuO
= Nu

4ka

a
�Ts − Ta� + ��b�Ts

4 − T	
4 � �5�

The Nusselt number corresponds to a hot, horizontal square sur-
face facing up �10�

Nu = 0.54� ga3

1/2�Ts + Ta�
a�a
�Ts − Ta��1/4

�6�

where t, k and their subscripts denote the material thickness �m�
and thermal conductivity �W/m K�, Tth and Ts are the temperature
measured by the near-surface thermocouple and sample surface
temperature, a is the side dimension of the square sample �m�, Ta,
T	 are the temperature of the air over the sample surface �K� and
surroundings visible to sample surface, and 
a �a are the kine-
matic viscosity of air over the sample surface �m2/s� and the
thermal diffusivity of air �m2/s�. All the thermophysical proper-
ties above were taken from data of Refs. �1,10�, and a, tCu were
measured. Ta, T	 were taken to be equal and Tth is recorded from
each experiment setup. Upon cooling the sample, the oxide flakes
off and tCuO was measured. In practice, Ts was determined to be
1–3°C lower than Tth. This analysis allows the corresponding
setup temperature Tth �the temperature measured by the thermo-
couple just beneath the copper surface� to be specified in order to

obtain a desired surface temperature. Using the Fresnel relations
�11�

��,� = 1 −
1

2
� �n�� − cos ��2 + �n�

2 + k�
2�� − n�

2�2

�n�� + cos ��2 + �n�
2 + k�

2�� − n�
2�2

+
�n� − �/cos ��2 + �n�

2 + k�
2�� − n�

22

�n� + �/cos ��2 + �n�
2 + k�

2�� − n�
22	 �7�

where, �2 = �1 +
sin2 �

n�
2 + k�

2	2

−
4n�

2

n�
2 + k�

2� sin2 �

n�
2 + k�

2	 �8�

�2 =
n�

2 + k�
2

2n�
2 �n�

2 − k�
2

n�
2 + k�

2 −
sin2 �

n�
2 + k�

2 + �	 �9�

 =
n�

2 − k�
2

n�
2 + k�

2 � +
2n�k�

n�
2 + k�

2�n�
2 + k�

2

n�
2 � − �2	1/2

�10�

the complex index of refraction was computed using the full data
set that includes spectral as well as directional data. A curve fitting
algorithm based on the secant iteration method which minimizes
the deviation between the Fresnel relations and the present data
was used to compute the complex index of refraction according to
Ref. �5�. The spectral-hemispherical emittance determined by in-
tegrating the data over polar angle according to Ref. �5� and the
complex index of refraction are presented in Table 2.

The optical thickness of CuO was approximated for all consid-
ered temperatures neglecting the scattering coefficient according
to Ref. �11� and it is shown in Fig. 4. The optical thickness was
found to decrease with increasing wavelength from 1.5 to 8 �m
and a sudden drop was observed in spectral range between 3 and
4.5 �m. The influence of temperature on optical thickness is gen-
erally not significant excepting the spectral range from
3 to 5.5 �m where decreases with increasing temperature. The
106 �m CuO layer was found to be optically thick for all consid-
ered wavelengths and temperatures.

Figure 5 shows the emittance data of CuO as a function of
direction �polar plot� at various wavelengths between 2 and 8 �m
and a temperature of 700°C. From the polar plot it may be seen
that normal emittance increases with wavelength from 0.697 for
�=2 �m to 0.9 for �=8 �m. Also, from the same plot, it can be

Fig. 4 Optical thickness of CuO versus wavelength
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seen the emittance increases with wavelength for all directions
and there is a significant drop of emittance beyond 72 deg.

The real part of the refractive index of CuO, Fig. 6, is seen to
decrease with increasing temperature and wavelength and the
imaginary part, Fig. 7, is seen to be very low and constant for
short wavelengths �2���4.5 �m�, decreases steeply for inter-
mediate wavelengths �4.5���6 �m�, and is constant �0.001� for
long wavelengths �6���8 �m�.

The ratio of hemispherical to normal emissivity was calculated
for all considered temperatures and compared with the ratio of
hemispherical to normal emissivity given by Jakob. The mean
difference found between Jakob reported correction factor and our
calculated ratio was 5.0% with a standard deviation of 2.2%.

Discussion

Spectral-normal emittance was computed from the refractive
index of CuO reported by Drobny and Pulfrey �2�, by Wieder and
Czanderna �3�, and Karlsson et al. �4�. All of the above, together
with the spectral-normal emittance reported by Jones et al. �5� and
the present work data, are shown in Fig. 8.

Even though the data from Refs. �2–4� are in the same spectral
region �visible� there is not a good agreement among them. Fur-
ther, the spectral-normal emittance from Ref. �3� is seen to in-
crease between 0.4 and 0.983 over the same spectral region rather
than decrease as seen in Refs. �2,4�. The measurements of Refs.
�2–4� were performed at room temperature, the oxide thicknesses

Table 1 Measured spectral-directional emittance of CuO at 400°C „first row…, 500°C „second row…, 600°C „third row…, and 700°C
„fourth row…

�, �m

Polar angle, deg

0° 12° 24° 36° 48° 60° 72° 78° 84°

1.5 — — — — — — — — —
0.520 0.515 0.519 0.515 0.506 0.515 0.524 0.381 0.242
0.654 0.648 0.641 0.620 0.600 0.600 0.587 0.419 0.248
0.658 0.650 0.642 0.636 0.626 0.601 0.582 0.413 0.267

2.0 0.532 0.525 0.521 0.510 0.515 0.525 0.538 0.413 0.368
0.591 0.587 0.585 0.584 0.577 0.562 0.556 0.473 0.299
0.681 0.677 0.667 0.658 0.636 0.628 0.595 0.471 0.280
0.697 0.694 0.685 0.675 0.656 0.632 0.606 0.467 0.289

2.5 0.580 0.584 0.569 0.565 0.549 0.548 0.550 0.480 0.317
0.639 0.637 0.633 0.629 0.621 0.609 0.583 0.529 0.342
0.716 0.707 0.698 0.711 0.688 0.648 0.613 0.543 0.317
0.738 0.733 0.734 0.727 0.719 0.682 0.628 0.542 0.389

3.0 0.629 0.628 0.621 0.614 0.595 0.590 0.572 0.534 0.354
0.684 0.680 0.672 0.668 0.664 0.652 0.593 0.575 0.371
0.749 0.742 0.729 0.745 0.722 0.687 0.632 0.592 0.347
0.772 0.768 0.768 0.759 0.749 0.719 0.664 0.589 0.412

3.5 0.680 0.679 0.673 0.666 0.649 0.644 0.622 0.581 0.320
0.720 0.719 0.714 0.708 0.705 0.691 0.631 0.614 0.324
0.770 0.763 0.753 0.748 0.740 0.725 0.666 0.624 0.280
0.796 0.790 0.787 0.784 0.771 0.743 0.702 0.617 0.324

4.0 0.714 0.714 0.707 0.698 0.683 0.679 0.635 0.622 0.338
0.745 0.742 0.738 0.735 0.729 0.715 0.660 0.645 0.335
0.782 0.773 0.765 0.761 0.760 0.738 0.684 0.642 0.289
0.798 0.791 0.791 0.789 0.775 0.749 0.716 0.626 0.348

4.5 0.736 0.733 0.728 0.720 0.706 0.701 0.683 0.648 0.344
0.755 0.753 0.749 0.746 0.741 0.727 0.675 0.663 0.333
0.787 0.777 0.769 0.773 0.772 0.744 0.690 0.653 0.278
0.805 0.805 0.797 0.791 0.787 0.755 0.721 0.631 0.347

5.0 0.764 0.759 0.753 0.748 0.733 0.728 0.713 0.682 0.355
0.775 0.773 0.769 0.765 0.760 0.747 0.701 0.675 0.341
0.805 0.794 0.786 0.780 0.789 0.765 0.717 0.685 0.276
0.818 0.813 0.811 0.808 0.797 0.767 0.728 0.668 0.353

5.5 0.777 0.774 0.767 0.764 0.747 0.743 0.726 0.705 0.355
0.794 0.790 0.787 0.785 0.783 0.768 0.726 0.710 0.345
0.821 0.811 0.806 0.809 0.808 0.789 0.744 0.716 0.275
0.838 0.834 0.832 0.828 0.822 0.788 0.753 0.701 0.299

6.0 0.796 0.800 0.797 0.788 0.777 0.770 0.739 0.724 0.519
0.824 0.821 0.812 0.811 0.808 0.804 0.767 0.765 0.517
0.847 0.845 0.833 0.838 0.839 0.818 0.768 0.741 0.480
0.876 0.870 0.873 0.864 0.863 0.835 0.777 0.762 0.479

6.5 0.810 0.806 0.803 0.798 0.787 0.776 0.746 0.738 0.511
0.836 0.834 0.827 0.824 0.820 0.818 0.770 0.742 0.499
0.860 0.850 0.844 0.846 0.841 0.821 0.775 0.756 0.491
0.887 0.884 0.885 0.876 0.875 0.843 0.788 0.780 0.516

7.0 0.814 0.810 0.806 0.806 0.794 0.785 0.752 0.740 0.508
0.839 0.835 0.827 0.825 0.824 0.819 0.775 0.750 0.510
0.862 0.850 0.847 0.844 0.846 0.827 0.775 0.772 0.501
0.889 0.885 0.887 0.881 0.875 0.847 0.792 0.790 0.518

7.5 0.825 0.820 0.815 0.816 0.805 0.796 0.755 0.748 0.516
0.848 0.845 0.837 0.832 0.829 0.826 0.771 0.755 0.501
0.870 0.855 0.854 0.852 0.852 0.835 0.780 0.770 0.518
0.891 0.890 0.891 0.889 0.881 0.853 0.797 0.790 0.516

8.0 0.838 0.832 0.824 0.830 0.819 0.808 0.761 0.760 0.506
0.858 0.856 0.853 0.846 0.840 0.839 0.775 0.758 0.508
0.884 0.868 0.867 0.868 0.855 0.843 0.783 0.784 0.516
0.900 0.898 0.899 0.898 0.892 0.860 0.804 0.795 0.526
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were 2.25 �m �2�, 0.088 �m �3�, and 0.08 �m �4� respectively,
and the spectral range was beneath that of the present data. Jones
et al. �5� performed spectral-directional emittance measurements
of oxidized copper, but failed to ensure that the top layer of oxi-
dized copper was pure CuO. The temperatures considered differ
from the present work just by a few degrees Celsius and the spec-
tral range is even wider than that of the present work. Generally,
the spectral-normal emittance is seen to increase with wavelength
and temperature for the spectral range considered in Ref. �5� and
in present work. The values of spectral-normal emittance from the
present work are slightly higher than those of Ref. �5� for short
wavelengths �2���6 �m�, and very close at long wavelengths.
We believe that the difference comes from the composition of
copper oxide which in Ref. �5� showed the presence of Cu2O.
Furthermore, the anomalous points �decrease of normal emittance�
between 6 and 7 �m which appear in Ref. �5� were not seen in the
present work.

Figure 9 shows a comparison between spectral-directional emit-
tance of CuO from the present work at 700°C and the spectral-
directional emittance of oxidized copper comprised mostly of
CuO from Ref. �5� at 697°C for wavelengths of 3.5 and 7 �m.
From Fig. 9 it may be seen that the spectral-directional emittance
of CuO from the present work is less directional than that from

Fig. 5 Spectral-directional emittance of CuO at 700°C

Fig. 6 Spectral real part of the refractive index at considered
temperatures

Table 2 Spectral-hemispherical emittance and complex refractive index of CuO at considered temperatures

�, �m

400°C 500°C 600°C 700°C

�� n� k� �� n� k� �� n� k� �� n� k�

1.5 — — — 0.417 5.625 0.099 0.557 3.988 0.099 0.564 3.977 0.099
2.0 0.494 5.705 0.099 0.535 4.649 0.099 0.588 3.726 0.099 0.600 3.555 0.099
2.5 0.527 4.896 0.099 0.577 4.072 0.099 0.627 3.357 0.099 0.655 3.135 0.099
3.0 0.571 4.203 0.099 0.617 3.677 0.099 0.661 3.061 0.099 0.689 2.854 0.099
3.5 0.613 3.668 0.099 0.647 3.294 0.099 0.674 2.970 0.099 0.702 2.710 0.007
4.0 0.643 3.356 0.099 0.672 3.091 0.099 0.688 2.857 0.040 0.709 2.681 0.007
4.5 0.667 3.175 0.091 0.682 3.002 0.099 0.694 2.789 0.009 0.720 2.636 0.003
5.0 0.693 2.973 0.006 0.701 2.819 0.012 0.711 2.635 0.006 0.729 2.534 0.002
5.5 0.706 2.849 0.006 0.721 2.670 0.007 0.731 2.475 0.001 0.744 2.375 0.001
6.0 0.746 2.636 0.001 0.764 2.466 0.001 0.779 2.285 0.001 0.800 2.087 0.001
6.5 0.753 2.574 0.001 0.773 2.375 0.001 0.787 2.229 0.001 0.815 2.013 0.001
7.0 0.757 2.545 0.001 0.777 2.354 0.001 0.792 2.192 0.001 0.821 1.999 0.001
7.5 0.766 2.474 0.001 0.783 2.290 0.001 0.798 2.149 0.001 0.822 1.971 0.001
8.0 0.775 2.379 0.001 0.793 2.223 0.001 0.808 2.114 0.001 0.830 1.910 0.001

Fig. 7 Spectral imaginary part of the refractive index at con-
sidered temperatures
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Ref. �5�, which suggests that CuO behaves as a dielectric material.
In both the present work and in Ref. �5�, emittance is shown to
slowly decrease as the polar angle goes from the surface normal to
65 deg, and to decrease rapidly from 65 deg to grazing.

Figure 10 represents spectral-directional emittance of CuO both
as measured in the present work and as derived from the general
Fresnel relations using the experimentally derived, best-fit com-
plex index of refraction.

The error between the Fresnel relations and the experimental
data is no greater than 8% for all angles from normal to 72 deg,

and has a variance of 2.5%. Greater errors are obtained for longer
wavelengths and angles near grazing, indicating a possible effect
of surface roughness.

Conclusions
The spectral-directional emittance of cupric oxide �CuO� with a

thickness of 106 �m, grown by oxidizing pure copper plate at
elevated temperatures, is determined from measurements of radia-
tive intensity leaving the surface. The layer of copper oxide is
grown by heating the pure sample of copper at high temperature
until the emissive power detected reaches an asymptotic level.
The micrograph picture of the copper oxide shows two distinct
layers separated by pores. X-ray diffraction and EDS analyses
performed on the outer oxide layer proved the presence of cupric
oxide �CuO� as expected, and the presence of cuprous oxide
�Cu2O� on the interior layer. The spectral-normal emittance of
CuO is seen to increase with both temperature �400–700°C� and
wavelength �1.5���8 �m�. The cupric oxide �CuO� is seen to
exhibit a directional variation of emittance for the range of wave-
lengths considered here which is in good agreement with theoret-
ical predictions for dielectrics. The complex index of refraction is
reduced from spectral-directional emittance data. A good agree-
ment is found between the Fresnel relations and the complex
index of refraction reduced from spectral-directional emittance
measurements.
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Nomenclature
a � square sample side dimension, m
C � radiometer calibration factor
g � acceleration of gravity

I�b � spectral blackbody intensity, W/ �m2 �m sr�
k � thermal conductivity, W/m K

Fig. 8 Spectral normal emittance of CuO as a function of
wavelength

Fig. 9 Spectral-directional emittance of CuO at 700° C from
present work and oxidized copper at 697°C from Ref. †5‡

Fig. 10 Spectral-directional emittance of CuO from present
work and from electromagnetic theory for 3.5 and 7.5 �m
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k� � spectral imaginary part of the refractive index
Nu � Nusselt number
n� � spectral real part of the refractive index
R � radiometer reading
S � standard deviation of sample
t � sample thickness, m

t9,95 � t-test distribution parameter with 9 degrees of
freedom and 95% confidence interval=1.834

T � temperature, K
u � uncertainty
� � thermal diffusivity, m2/s

�� � optical solid angle, sr
�� � monochromat or wavelength interval, �m

� � emittance
n � kinematic viscosity, m2/s

�b � Stefan Boltzmann constant

Subscripts
a � air over the article surface

Cu � copper
CuO � copper oxide

s � sample surface
th � sample subsurface
	 � surroundings visible to sample surface
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Stabilization of Flow Boiling in
Microchannels Using Pressure
Drop Elements and Fabricated
Nucleation Sites
The flow boiling process suffers from severe instabilities induced due to nucleation of
vapor bubbles in a superheated liquid environment in a minichannel or a microchannel.
In an effort to improve the flow boiling stability, several modifications are introduced and
experiments are performed on 1054�197 �m parallel rectangular microchannels (hy-
draulic diameter of 332 �m) with water as the working fluid. The cavity sizes and local
liquid and wall conditions required at the onset of nucleation are analyzed. The effects of
an inlet pressure restrictor and fabricated nucleation sites are evaluated as a means of
stabilizing the flow boiling process and avoiding the backflow phenomenon. The results
are compared with the unrestricted flow configurations in smooth channels.
�DOI: 10.1115/1.2165208�

Keywords: boiling, channel flow, heat transfer, instability, microscale, stability,
two-phase, visualization

Introduction
Presently, many advanced technologies, such as high speed pro-

cessor chips and electronics components in high power lasers,
have the requirement to dissipate increasingly high heat fluxes
while maintaining specified surface temperatures. For heat fluxes
above 1 MW/m2 �100 W/cm2�, alternatives to the air cooling op-
tion are needed. Single-phase liquid cooling and flow boiling op-
tions are being considered in these high heat flux ranges. The flow
boiling option has the advantage of a lower mass flow rate due to
utilization of latent heat of vaporization. It can also be directly
coupled with a refrigeration system to provide a lower coolant
temperature.

There are, however, complexities associated with vaporization
in multiple narrow channel arrays that are not completely under-
stood. The phenomenon characterized by vapor expansion in both
the upstream and downstream directions causing flow reversal
was observed by Kandlikar et al. �1� and also by Kandlikar and
Balasubramanian �2�. Both employed a high-speed digital video
camera to observe this behavior in minichannels and microchan-
nels. Similar instabilities were observed by Hetsroni et al. �3� and
Peles �4�, among other investigators.

This paper addresses two methods to suppress the instabilities
during flow boiling in a set of six 1054�197 �m parallel chan-
nels. Inlet area restriction and artificial nucleation sites are studied
alone and in conjunction with each other. Flow instabilities are
characterized by visual observations and the pressure fluctuations
measured between the inlet and outlet manifolds.

For the present study, channel size is classified by the smallest
channel dimension D according to the following modified list,
originally proposed by Kandlikar and Grande �5�:

Conventional channels: D�3 mm
Minichannels: 3 mm�D�200 �m

Microchannels: 200 �m�D�10 �m
Transitional channels: 10 �m�D�0.1 �m

Transitional microchannels: 10 �m�D�1 �m
Transitional nanochannels: 1 �m�D�0.1 �m

Molecular channels: 0.1 �m�D

where D is the minimum channel dimension.
According to this convention, the channels used in this study

with a gap size of 197 �m can be considered as microchannels,
although they could be referred to as minichannels because of the
closeness to the boundary of 200 �m.

Because of the rapid bubble growth accompanied by the fluc-
tuations in pressure drop, two phase flow boiling in minichannels
and microchannels introduces instabilities. This condition has ad-
verse effects on the heat transfer performance. Presently, the local
reversed flow phenomenon is not well understood and not well
studied, and few attempts have been reported to control it. The
onset of boiling and the subsequent two-phase flow interactions
are greatly dependent on the channel surface temperature, local
liquid temperature, local heat transfer coefficient prior to nucle-
ation, and availability of nucleation cavities. Uneven flow and
pressure fluctuations lead to flow reversal, which may introduce
vapor back into the inlet manifold and exacerbate the instability
generated in the channels. When a large vapor bubble passes
through a channel, the transient heat conduction and interface
evaporation enhance heat transfer in the channel and reduce the
local channel surface temperatures. Cho et al. �6� reported that
modifying the channels with a cross-linked pattern improves the
flow distribution and reduces the range of temperatures seen in
microchannels with uneven heating. Very few researchers have
tried to prevent the flow reversal phenomenon in microchannels.

The basic issues related to the instabilities associated with flow
boiling in microchannels were presented by Kandlikar �7�. One of
the major results of the instabilities is the severe reduction in the
critical heat flux. A detailed survey of this effect was presented by
Bergles and Kandlikar �8�. The available experimental data on the
CHF by Jiang et al. �9�, Bowers and Mudawar �10�, Qu and
Mudawar �11� indicate the severe reduction in CHF due to the
associated instabilities. It may be noted that the CHF values re-
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Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

NAL OF HEAT TRANSFER. Manuscript received April 4, 2005; final manuscript received
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June 13–15, 2005, Toronto, Ontario, Canada.
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ported in the microchannel geometries are in some cases lower
than even the pool boiling CHF values for water at the same
pressure. Addressing flow reversal is expected to improve the heat
transfer performance. Further research into the understanding and
modeling of this behavior is needed. The objective of the present
work is to address the basic causes of instabilities and to study the
effects of pressure drop elements and fabricated nucleation sites
on the flow reversal phenomenon and the corresponding heat
transfer performance of the microchannels.

Nucleation in Microchannel and Minichannel Geom-
etries

The heat transfer mechanisms during flow boiling in micro-
channels and minichannels were analyzed by Kandlikar �12�. The
instability resulting from the rapid expansion of a nucleating
bubble was seen as one of the main reasons for instability. Under
unstable conditions, bubbles nucleate in the flow and cause severe
flow fluctuations as they grow rapidly in both forward and back-
ward directions to the main flow direction. On the other hand,
under stable boiling conditions, inception of the first nucleating
bubble on the wall followed by its steady growth in the flow
direction is desired. Under such stable operation, the conditions at
the onset of nucleation and bubble growth in the flow direction
become relevant.

A number of researchers proposed the nucleation criteria for the
onset of nucleation during flow boiling. Hsu and Graham �13�,
Hsu �14�, Bergles and Rohsenow �15�, Sato and Matsumura �16�,
and Davis and Anderson �17� provided the underlying theory re-
lating the temperature distribution in the liquid prior to nucleation
to the local nucleation condition. Comparing the liquid tempera-
ture on the vapor bubble interface at the farthest location from the
wall with the saturation temperature inside the bubble of a certain
critical size resulted in their nucleation criteria. At the inception of
nucleation, Hsu and Graham �13� assumed a contact angle of
53.1 deg, Bergles and Rohsenow �15�, and Sato and Matsumura
�16� used a hemispherical bubble shape �90 deg contact angle�,
while Davis and Anderson �17� left the contact angle as a variable.

Kandlikar et al. �18� numerically modeled the flow over a
bubble attached to a channel wall at a given contact angle and
noted that a streamline corresponding to a stagnation point on the
upstream interface of the bubble swept over the top of the bubble
as shown in Fig. 1. The location of this stagnation point was found
to be given by the following equation for a wide range of contact
angles and flow Reynolds numbers

yS = 1.10rb �1�

where yS is the distance of the stagnation location from the heated
wall, and rb is the radius of the bubble at nucleation.

Using the liquid temperature at this location in deriving the
nucleation criterion, they obtained the following equation for the
range of active nucleation cavities

�rc,min,rc,max� =
�t sin �r

2.2
� �TSat

�TSat + �TSub
�

�	1 �
1 −
8.8	TSat��TSat + �TSub�


VhLV�t�TSat
2 � �2�

where rc,min and rc,max are the minimum and maximum radii of the
nucleating cavities, �TSat and �TSub are the wall superheat and
liquid subcooling, �r is the receding contact angle, 	 is the surface
tension, hLV is the latent heat of vaporization, 
V is the vapor
density, and �t the thickness of the thermal boundary layer, =kL /h,
with kL the liquid thermal conductivity and h the heat transfer
coefficient in the liquid prior to nucleation. Note that there is a
typographical error in the original publication by Kandlikar et al.
�18�, the correct constant is 8.8, as given in Eq. �2�, whereas the
constant was incorrectly typed as 9.2 in the original publication
�although their results were plotted using the correct value�.

Figure 2 compares different nucleation criteria with the experi-
mental results obtained for subcooled water at atmospheric pres-
sure and 80°C by Kandlikar et al. �18� in a 3 mm�40 mm rect-
angular channel. Note that the nucleation criteria represent the
lowest temperature at which a cavity of a given size will nucleate.
These cavities will continue to nucleate at higher superheats as
seen in Fig. 2. It should be noted that if the cavities of this radius
are not available, the onset of nucleation will be delayed into the
downstream part of the channel until the wall superheat condition
at nucleation corresponding to the available cavity sizes is met.
The results from Hsu �14� and Kandlikar et al. �18� models yield
very similar results for this case, while Davis and Anderson’s �17�
criterion predicts somewhat higher wall superheat and Bergles and
Rohsenow’s �15� model predicts somewhat lower wall superheat
as seen from Fig. 2.

Instabilities Due To Nucleation and Rapid Bubble Growth.
The local liquid conditions play an important role in the stability
of the flow boiling phenomenon at the onset of nucleation. As-
suming nucleation cavities of appropriate sizes are available, the
local wall superheat at the inception location is obtained by setting
the term under the radical sign in Eq. �2� to zero

Fig. 1 Location of the stagnation point over a nucleating
bubble, Kandlikar et al. †18‡

Fig. 2 Comparison of experimental data with different nucle-
ation criteria „representing the lowest wall superheat at which a
cavity will nucleate…, Kandlikar et al. †18‡
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�TSat,ONB = 
8.8	TSatq�/�
VhLVkL� �3�
and the local liquid subcooling is obtained by using the single-
phase heat transfer equation prior to nucleation

�TSub,ONB =
q�

h
− �TSat,ONB �4�

Figure 3 shows the range of active cavity radii that will nucle-
ate, if present, for a given wall superheat as calculated from Eq.
�2�. The onset of nucleation occurs over cavities of radius 3 �m,
and the minimum wall superheat required to initiate nucleation in
the channel under the given conditions is 15°C. If cavities of
3 �m radius are not available, the wall superheat will be higher as
given by the plot.

Considering subcooled liquid inlet into a 1054�197 �m chan-
nel, Fig. 4 is plotted to show the local wall and bulk liquid tem-
peratures at the nucleation condition. Figure 5 shows the actual
wall and liquid temperatures as a function of the nucleation cavity
radius.

The effect of reducing the channel size is seen in Fig. 6, which
shows a plot of local wall and bulk liquid temperatures similar to
Fig. 5 at the nucleation location. For this case, since the heat
transfer coefficient is very high, the bulk liquid is superheated
over the entire nucleation cavity size range. As a bubble nucleates
in the superheated liquid environment, the evaporation rate is very
high due to release of the liquid superheat at the bubble interface.
The bubble continues to grow and encounters other heated walls
as it fills the channel. The availability of heat from �a� the super-
heated liquid layer near the other walls and �b� the superheated
liquid across the liquid vapor interfaces on the upstream as well as
the downstream sides of the expanding bubble leads to a very

rapid expansion of the bubble. The bubble expansion in the re-
verse direction to the overall flow direction, and introduction of
vapor into the inlet manifold have been identified as the main
sources of instability during flow boiling.

Methods to Reduce Instabilities. In order to suppress or com-
pletely eliminate the instabilities, it is desirable to have the wall
superheat at the nucleation location as low as possible. This can
be achieved by introducing nucleation cavities of desirable radii
as shown in Fig. 3. It is also observed that the wall superheats at
the onset of nucleate boiling �ONB� condition are in general quite
high in microchannels, even in the presence of the right sized
cavities. Introduction of artificial nucleation cavities alone there-
fore may not be enough to suppress the instabilities arising due to
rapid bubble expansion. In such cases, introduction of pressure
drop elements at the entrance to each channel is expected to re-
duce the reverse flow condition. The PDEs introduce a significant
increase in the flow resistance in the reversed flow direction. The
effect of area reduction at the entrance was studied through a
numerical simulation of an expanding bubble by Mukherjee and
Kandlikar �19�. Their results clearly demonstrated the efficacy of
the PDEs in reducing the reversed flow. In the present paper, the
effects of artificial nucleation cavities and the pressure drop ele-
ments of different area reduction ratios on flow boiling stability
are studied experimentally. For the conditions of the experiments
that will be studied, the desired cavity radius for a minimum wall
superheat condition is around 5 �m. To ascertain a wider range of
operation, cavities of diameters 5–30 �m are drilled using a laser
beam.

The pressure drop effects will be studied by introducing area

Fig. 3 Range of active cavities given by Eq. „2… for a given wall
superheat, saturated water in 1054Ã197 �m channel, G
=120 kg/m2 s; q�=300 kW/m2

Fig. 4 Local wall superheat and liquid subcooling correspond-
ing to onset of nucleation over a given cavity radius, Eqs. „3…
and „4…, water in 1054Ã197 �m channel, G=120 kg/m2 s; q�
=300 kW/m2

Fig. 5 Local wall and liquid temperatures corresponding to
onset of nucleation over a given cavity radius, replotted data
from Fig. 4, water in 1054Ã197 �m channel, G=120 kg/m2 s;
q�=300 kW/m2

Fig. 6 Local wall and liquid temperatures corresponding to
onset of nucleation over a given cavity radius, water in 1054
Ã50 �m channel, G=120 kg/m2 s; q�=300 kW/m2
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reductions of 51% and 4% at the inlet of each channel. The details
of the experimental setup and the results are presented in the next
sections.

Experimental Setup
The experimental setup is shown in Fig. 7 and consists of a

water supply loop, the test section, data acquisition system, and
the high-speed digital video system. The experimental setup is
designed to provide degassed water at a constant flow rate and
temperature to the test section. For simplicity, Fig. 7 shows only
the water supply loop and the test section.

The details of the test section are shown in Fig. 8. It is very
similar to the test section used by Kandlikar and Balasubramanian
�2�. It is comprised of three different layers. The top layer �a� is
made of an optically clear polycarbonate known as Lexan, which
has a thermal conductivity of 0.19 W/m K. This layer provides a
direct view of vapor activity in the microchannels below it. It
however limits the operating temperature to about 115°C, which
is the temperature at which the polycarbonate will begin soften-
ing. The second layer �b� is the copper microchannel block. The
copper is an Electrolytic Tough Pitch alloy number C11000 which
is 99.9% copper and 0.04% oxygen �by weight�. It has a thermal
conductivity of 388 W/m K at 20°C. The third layer �c� is a
phenolic plate which acts as an insulating layer on the bottom
surface of the copper block as well as a means of securing the test

section together with 10 mounting screws. The top surface of the
copper block was lap-finished to provide a leakproof assembly
with the Lexan top cover. The phenolic is a laminate of paper and
epoxy and has a thermal conductivity of 0.2 W/m K. Also shown
is the resistive cartridge heater that supplies heat to the test section
when a dc voltage is applied.

Six parallel microchannels 63.5 mm long are machined into the
copper block as shown in Fig. 8. The channel depth, D, and width,
W, are measured at six locations along the channel length using a
microscopic measuring system. The average channel dimensions
are 1054 �m wide by 197 �m deep with a hydraulic diameter of
332 �m. The width and the height of the channels were measured
at several locations and were noted to fall within ±10 �m and
±3 �m of the average values, respectively. This represents an un-
certainty of ±1% in the width measurement and ±1.5% in the
height measurement. The resulting uncertainty in the hydraulic
diameter is estimated to be ±1.4%.

The test section is held together with ten mounting screws that
provide the force necessary to seal the copper block to the Lexan
without using a gasket. At the pressures experienced within the
microchannels this contact force is enough to prevent water from
escaping the test section.

To reduce heat transfer in the manifold, the inlet manifold is
machined into the Lexan and the water is delivered at the very
beginning of the microchannels. Each microchannel has a dedi-
cated inlet machined into the Lexan consisting of a
0.368-mm-diam hole.

The diagram in Fig. 9 shows how each inlet connects to the
inlet manifold on the Lexan cover. Water enters through the inlet
manifold and is diverted through each restriction hole and into the
corresponding microchannel. This small diameter hole has 51% of
the cross-sectional area of a single microchannel and is 1.6 mm
long. It acts as the physical pressure drop element �PDE� that is
being studied. A more restrictive inlet header is also machined

Fig. 7 Water supply loop and test section

Fig. 8 Test section details

Fig. 9 Cross section views of inlet restriction details
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with 102-�m-diam holes, giving a flow area of 4% of the channel
cross-sectional area. The pressure drop is measured across the
inlet and outlet manifolds. Temperatures are measured at six loca-
tions along the length.

Experimental Procedure
The experimental procedure for obtaining degassed water is the

same degassing procedure as described by Kandlikar et al. �1�,
and Steinke and Kandlikar �20�. A heat exchanger in conjunction
with a coolant bath �see Fig. 7� maintains the temperature of the
degassed water delivered to the test section at a set value. The
water then passes through a flow meter before entering the test
section via the inlet manifold.

Once the test loop is built and well insulated, heat loss experi-
ments are performed at steady state. The cartridge heater provides
a constant heat input to the test section. A heat loss calibration
chart is constructed by plotting the temperature difference be-
tween the microchannel surface and the ambient air �Ts−TAmb�
versus the corresponding steady state electrical power input, qin.
Heat losses, qloss, were found to be a linear function of the tem-
perature difference between the microchannel surface and the am-
bient air and generally ranged between 3 and 4 W for �Ts

−TAmb� of 40–50°C, respectively. During the actual experiments,
this chart is used to calculate the actual heat carried away by the
microchannel array.

Water flow rate and inlet temperature are set and the electrical
power is applied to the microchannels. Steady state is achieved
when the surface temperature of the microchannels remains con-
stant over a 15 min time interval. The flow meter is calibrated and
is used to set the flow for the test section. LabView software is
used as the data acquisition system and is used to monitor tem-
peratures of all of the thermocouples and pressure transducers.

All of the image sequences are recorded with a high-speed digi-
tal camera system once the test section has reached steady state.
The camera frame rate is set to 6000 frames/s to capture the
details of the rapid two-phase flow interactions and events occur-
ring within each microchannel. Sequences of individual frames
are selected to illustrate the boiling characteristics and behavior at
the set flow rate and heat flux conditions.

Uncertainty
The uncertainty of the experimental data is calculated. The un-

certainty in the hydraulic diameter is estimated to be ±1.4%. The
accuracies of the digital signals are reported as: Voltage
= ±0.05 V, I= ±0.005 A, T= ±0.1°C, �P= ±0.1 kPa. The flow
meter has a volumetric flow accuracy of ±0.0588 cc/min. Heat
loss measurements were conducted and a plot of heat loss versus
copper block temperature was plotted. The actual heat supplied to
the fluid was then calculated by subtracting the heat loss obtained
from the plot from the electric power supplied to the cartridge
heater. The uncertainty in the heat supplied is estimated to be less
than 1%. The thermal uniformity of the test section temperature
distribution was verified using temperature measurements and nu-
merical simulation as described in detail in a previous publication
by Steinke and Kandlikar �21�. The pressure drop was measured
with a pressure transducer with a 1 kHz frequency. Further details
on the pressure fluctuations and pressure measurements were
given in an earlier publication by Balasubramanian and Kandlikar
�22�.

Results
The evaluation of pressure drop elements �PDE� and manufac-

tured nucleation sites for stabilizing the flow boiling process is
presented in this section. Flow stability is determined through
high-speed visual observations and measurement of pressure drop
fluctuations across the channels. All tests are conducted with mi-
crochannels in the horizontal orientation.

In the video images shown in the paper, the large nucleation
cavities seen in the center of the channel are 100-�m-diam punch
marks. These “cavities” were too large for nucleation and did not
initiate nucleation. This is in accordance with the active cavity
size plot shown in Fig. 3. Also, the largest natural cavity sizes
observed on the machined channel surfaces were noted to be rela-
tively few and were 1 to 2 �m in diameter. The observed wall
superheat was between 12 and 14°C, as confirmed by the earlier
experiments conducted by Balasubramanian and Kandlikar �22�.

The results are reported for the following five cases:
Case �a� Base case, no PDE �pressure drop element�, no ANS

�artificial nucleation sites�
Case �b� 51% PDE only
Case �c� ANS only
Case �d� 51% PDE with ANS
Case �e� 4% PDE with ANS
The test section with the fabricated nucleation sites was tested

with three different headers. The first header with no pressure
drop elements was employed in cases �a� and �c�. The second
header with 51% area PDEs at the inlet of each flow channel was
used in cases �b� and �d�. Finally, the third header with 4% area
PDEs at the entrance to each flow channel was used in case �e�.
For cases �c�, �d�, and �e�, the manufactured artificial nucleation
sites were incorporated. The results show the visual observations
of these two headers in combination with the artificial nucleation
sites.

Case (a) Base Case. The results for the base case were pre-
sented in earlier publications �21,22�. Severe pressure drop fluc-
tuations and flow reversal were observed indicating unstable
operation.

Case (b) Effect of Pressure Drop Elements Only. Pressure
drop elements offering 51% area were added in the passage lead-
ing from the inlet manifold to the individual microchannels. The
manifold incorporates inlet openings of 368 �m diameter at the
inlet to each channel, giving an open area that is 51% of the area
of a 1054�197 �m microchannel. These pressure restrictors are
expected to prevent the backflow by forcing an expanding vapor
bubble in the downstream direction and not allowing the liquid-
vapor mixture to enter the inlet manifold. Flow reversal was still
present and is depicted in Fig. 10.

The sequence of frames in Fig. 10 shows an expanding vapor
bubble nucleating and moving backward as well and eventually
reaching the inlet manifold. Frame �a� shows a vapor bubble
nucleating from a nucleation site near the corner of the channel.
Frame �c� shows the bubble developing into a plug as it begins to
push water upstream and downstream. The smaller bubbles seen
in the flow upstream also move in the reverse direction rather than
slipping around the vapor slug. Finally, Frame �f� shows the vapor
reaching the inlet manifold and the channel drying out.

As seen from the above discussion, the 51% area pressure drop
elements do not eliminate the reverse flow. Comparing these re-
sults with those presented by Kandlikar and Balasubramanian �2�,
the 51% area pressure drop elements in the inlet manifold seem to
reduce the severity of backflow but they do not completely elimi-
nate it. Apparently, the area reduction is not sufficient to prevent
the reverse flow in the channels. Another indicator of stability is
the magnitude of pressure fluctuations across the microchannels.
A pressure drop fluctuation comparison is presented in a later
section.

Case (c) Effect of Nucleation Sites Only. Nucleation sites
were created at regular intervals on the bottom surface of the
microchannels. The sites consisted of cavities created by a laser
engraving process to achieve their very small sizes. According to
the nucleation theory presented earlier, there is a range of nucle-
ation site sizes that are active for a given set of operating condi-
tions. For this reason, a range of 5- to 30-�m-diam cavities was
created. The cavities were spaced at a regular interval of 762 �m
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slightly offset from the center of each of the six microchannels for
their entire length. Figure 11 shows images of two typical laser
drilled holes created. The cavities were slightly deeper than their
width at the mouth. Imaging software was used to capture images
of the holes and to measure the sizes of their features.

In a few events, nucleation was observed at naturally occurring,
1- to 2-�m-diam nucleation cavities close to the walls of the mi-
crochannel. These sites were generated as a result of the machin-
ing process and were limited to diameters smaller than 1 to 2 �m
as noted above.

The addition of only nucleation sites however caused a signifi-
cant increase in the flow instability. The backflow was seen to be
more pronounced. The pressure drop fluctuations were also
higher. The availability of nucleation sites closer to the inlet mani-
fold facilitated their backflow into the manifold.

Case (d) Effect of Combined 51% PDE and ANS. The visual
images for this case are shown in Fig. 12. A bubble is seen to
nucleate near the corner of the microchannel and grow in both the
upstream and downstream directions until the channel is eventu-
ally dried out. The flow is observed to be unstable, but the severity
of the flow reversal is seen to be somewhat reduced as compared
to the base case �a�.

With partial stabilization seen by the 51% area pressure drop

elements and fabricated nucleation sites, and occasional stable
boiling patterns seen with natural and fabricated nucleation sites
alone, a manifold with an even greater area reduction was tested
next.

Case (e) Effect of Combined 4% PDE and ANS. The third
manifold incorporates inlet openings of 102 �m diameter at the
inlet to each channel, giving an open area that is 4% of the area of
a 1054�197 �m microchannel. All of the conditions were held
constant as the effect of the 4% area pressure drop element mani-
folds in conjunction with the fabricated nucleation sites was
tested. The sequence of frames in Fig. 13 shows extremely stable
flow boiling in the channels. Unlike previous cases, flow reversal
was not seen at any time and a pattern recognized as truly stabi-

Fig. 10 Flow reversal in 51% area pressure drop manifold with
no artificial nucleation sites. Successive frames from „a… to „f…
taken at 1.67 ms time interval illustrating partially stabilized
flow in a single channel from a set of six parallel horizontal
microchannels. G=120 kg/m2 s, q�=308 kW/m2, Ts=113°C.

Fig. 11 Laser drilled holes on microchannel surface. Cavity in
image „a… has an average diameter of 8 �m and cavity in image
„b… has an average diameter of 22 �m.

Fig. 12 Unstable flow with 51% area pressure drop elements
and fabricated nucleation sites. Successive frames from „a… to
„e… taken at 1.17 ms time interval illustrating normal flow rever-
sal in a single channel from a set of six parallel horizontal mi-
crochannels. G=120 kg/m2 s, q�=298 kW/m2, Ts=112.4°C.

Fig. 13 Stable flow with 4% area pressure drop elements and
fabricated nucleation sites. Successive frames from „a… to „f…
taken at 11.7 ms time intervals illustrating extremely stabilized
flow in a single channel from a set of six parallel horizontal
microchannels. G=120 kg/m2 s, q�=298 kW/m2, Ts=111.5°C.
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lized was seen. Figure 13 shows longer durations between the
frames �11.7 ms� to illustrate that the pattern was stable over long
period of operation. This was the case in all six channels. Bubbles
often formed at the fabricated nucleation sites as well in the
corners of the microchannels and expanded in the downstream
direction.

Comparison of Pressure Drop, Pressure Fluctuations, and
Heat Transfer. Figure 14 shows a comparison of the transient
pressure drop behavior for the five cases studied. The base case,
case �a�, shows significant pressure fluctuations indicating insta-
bility. Case �b� with 51% PDEs shows partially stable flow with
lower pressure drop fluctuations.

The presence of 51% PDEs in case �b� helped in improving the
stability, but did not completely stop the reversed flow. Interest-
ingly, the total pressure drop remained almost identical with case
�a�. Case �c� with the nucleation sites alone actually increased the
pressure fluctuations and reduced the total pressure drop. The
early nucleation in the channel closer to the inlet manifold pro-
vided a lower resistance in the backflow direction leading to un-
stable operation.

Case �d� with 51% PDEs and ANS reduced the instability, and
made the flow boiling partially stable. It also resulted in a reduc-
tion in the pressure drop as well compared to cases �a�–�c�. Fi-
nally, case �e� with 4% PDEs and ANS provided a stable flow, but
a very high pressure drop value.

Table 1 summarizes the pressure drop, pressure fluctuations,

and heat transfer results for the five cases studied. The results for
case �c� show an increased pressure fluctuation with the presence
of ANS as compared to the base case �a�. The presence of nucle-
ation sites alone increased the instabilities. Case �d� provides par-
tially stabilized flow with a decrease in the pressure drop. The
improvement in flow stability contributes to a lower pressure drop
as well. Case �e� provides the most stable flow, but the pressure
drop is significantly higher due to the inlet restrictors. In this
study, the actual channel pressure drop could not be measured and
only the pressure drops between the two headers are reported.

The heat transfer performance is presented in Table 1 through
the wall temperatures for the five cases. The presence of ANS
clearly shows an improvement in the heat transfer performance as
seen in cases �c�, �d�, and �e�. Introducing only ANS in case �c�
increased the instability, but lowered the wall temperatures. Case
�e� offers the best heat transfer performance, although the pressure
drop is very high. Case �d� offers an intermediate result, indicating
a need for further experimental study to cover a wider range of
PDEs.

Conclusions

1. The present study focused on evaluating the effect of pres-
sure drop elements and artificial nucleation sites on the in-
stability observed during flow boiling in microchannels.
Their individual as well as combined effects were studied
experimentally using high speed video imaging and pressure
drop measurements. The artificial nucleation sites of diam-
eters 5–30 �m, derived from the nucleation criterion, and
inlet area restrictors providing 51% and 4% open channel
area were studied. All cases were studied under the same
mass flow and heat flux conditions.

2. Introduction of pressure drop elements alone partially re-
duced the instabilities. Introduction of nucleation sites alone
increased the instabilities.

3. Introduction of nucleation sites in conjunction with the 51%
area pressure drop elements was seen to partially reduce the
reverse flow phenomenon. Partially stabilized flow was ob-
served for the first time. The reverse flow did not extend into
the inlet manifold and the pressure drop fluctuations were
reduced considerably.

4. Fabricated nucleation sites in conjunction with the 4% area
pressure drop elements completely eliminated the instabili-
ties associated with the reverse flow. Early indications of
increased thermal performance were also seen. Use of pres-
sure drop elements in conjunction with fabricated nucleation
sites is recommended based on this study.

5. Stable flow provided an improvement in heat transfer as
seen by a reduction in the channel wall temperatures.

6. Further research is warranted to study the effect of different
pressure drop elements, and different size and distribution of
the nucleating cavities on stability of the flow boiling
phenomena.
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Nomenclature
AHT � heat transfer area, m2

CHF � critical heat flux, W/m2

D � minimum dimension of rectangular channel,
�m

G � mass flux, kg/m2 s
h � heat transfer coefficient, W/m2 K

hLV � latent heat of vaporization, J/kg
I � electrical current, A

Fig. 14 Comparison of transient pressure drop data across
microchannels and pressure drop elements

Table 1 Summary of test results

Case

Average
surface
temp
�°C�

Pressure
drop
kPa

Pressure
fluctuation

�±kPa� Stability

�a� base case—
without PDE

or ANS

114.5 16.3 1.4 unstable

�b� with 51%
PDE only

115.0 16.2 0.8 partially
stable

�c� with ANS
only

112.4 14.0 3.8 unstable

�d� with 51%
PDE and ANS

113.0 12.9 0.9 partially
stable

�e� with 4%
PDE and ANS

111.5 39.4 0.3 completely
stable
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kL � thermal conductivity of liquid, W/m K
ONB � onset of nucleate boiling

�P � Pressure drop, Pa
PDE � pressure drop element

qin � power input to the test section, W
qloss � heat loss from the test section, W

q� � heat flux, W/m2

rb � radius of the bubble at nucleation, m
rc,max � maximum radius of nucleating cavity, m
rc,min � minimum radius of nucleating cavity, m

Ts � surface temperature, °C
TAmb � ambient air temperature, °C
TBulk � bulk temperature, °C
TSat � saturation temperature, °C

�TSat � wall superheat, =TWall−TSat, °C
�TSub � liquid subcooling, =TSat−TBulk, °C
TWall � wall temperature, °C

W � width of microchannel, m
yS � stagnation location from wall, m

Greek Letters
�t � thermal boundary layer thickness, =kL /h, m
�r � Receding contact angle, deg

V � vapor density, kg/m3

	 � Surface tension, N/m

Subscripts
ONB � onset of nucleate boiling

Sat � saturation
Sub � subcooling
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The fin efficiency of a high-thermal-conductivity substrate coated with a low-thermal-
conductivity layer is considered, and an analytical solution is presented and compared to
alternative approaches for calculating fin efficiency. This model is appropriate for frost
formation on a round-tube-and-fin metallic heat exchanger, and the problem can be cast
as conduction in a composite two-dimensional circular cylinder on a one-dimensional
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orthogonality condition. A one-term approximation to this new analytical solution pro-
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tion are of sufficient generality to be useful for other cases of a low-thermal-conductivity
coating on a high-thermal-conductivity substrate. �DOI: 10.1115/1.2165210�
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Introduction

Xia and Jacobi �1� presented the solution to heat conduction in
a two-dimensional slab on a one-dimensional straight fin, and us-
ing a numerical solution to the fully two-dimensional problem
they identified the parameter space for which that simplified
model is appropriate. Moreover, they applied this heat transfer
model to frost growth on a straight metallic fin, typical to a flat-
tube heat exchanger operating under frosting conditions. How-
ever, most heat exchangers operating under frosted-surface condi-
tions are constructed with plain fins and round tubes. The
analytical solution presented for the straight fin is not valid for the
round-tube geometry.

For round-tube heat exchangers, the so-called sector method is
often used. In this method, the fin surface is divided into hexago-
nal or rectangular regions around each tube, and circular sectors
are fit to the geometric profile of the selected region. Typically,
these regions are subdivided into eight zones and then further
divided into sectors as shown in Fig. 1. The radius of each edge of
the sector is approximated according to the hexagonal pattern and
then used to calculate the radius ratio and surface area of each
sector, RRn and Sn, respectively. The overall fin efficiency is
found by summing the product of the individual efficiencies and
surface areas for each sector and dividing by the total surface area
of the eight zones. This method is based on the assumptions of
radial conduction in each sector and an adiabatic tip for each
sector. Thus, the widely used sector method—a method used for
complicated fin-and-tube heat exchangers—has the efficiency of a
circular fin as its basis. The well-known expression for circular fin
efficiency involves Bessel functions, and in 1949 Schmidt �2� pro-
vided an approximation to this expression in terms of the hyper-
bolic tangent function. This solution is still used by some engi-

neers today when calculating fin efficiency by the sector method.
The application of the sector method to various round-tube-and-
fin geometries is detailed in the Appendix.

Under condensing or frosting conditions the fin efficiency cal-
culation must account for sensible and latent heat effects. A com-
mon practice is to include an additional source term in the fin heat
diffusion equation for the latent heat due to mass transfer along
the surface. In this approach, the final form of the governing dif-
ferential equation is the same as for dry-surface conditions, but it
includes two dependent variables: �, the nondimensional tempera-
ture difference, and Ws, the humidity ratio at the surface of the fin.
For condensing conditions, McQuiston �3� assumed �Wa-Ws� to be
linearly related to �Ta-Ts� and in this way eliminated one of the
dependent variables. However, this ad hoc approximation requires
a priori knowledge of the temperature range, in order to evaluate
the constant of proportionality between humidity ratio and tem-
perature. Wu and Bong �4� improved upon this idea by using a
psychrometric relationship between the humidity ratio of saturated
air at the surface, Ws, and Ts. When the difference between the fin
base temperature and the fin tip temperature is small, this assump-
tion is excellent, and the relationship is linear and thermodynami-
cally known. However, Wu and Bong developed their approach
for wet fins and not frosted fins, and therefore their method does
not account for the effect that a frost conduction resistance has on
the fin efficiency. In a similar study of fin efficiency under con-
densing conditions, Hong and Webb �5� suggested a modification
to the Schmidt solution that more accurately approximates the
Bessel function solution; they then followed the approach of Mc-
Quiston �3� in deriving a wet fin efficiency solution and pointed
out that for high-humidity conditions the difference between the
dry-surface fin efficiency and the wet-surface fin efficiency can be
as high as 35%.

In a paper on frosted coil performance, Mago and Sherif �6�
computed the fin efficiency of a frosted rectangular fin using an
equivalent circular area. In order to account for frost, they in-
cluded the mass transfer effects in defining the air-side convective
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coefficient and defined the fin efficiency in terms of enthalpies
rather than temperatures. Their method, however, neglects con-
duction in the frost layer and requires knowledge about the slope
of the saturated enthalpy-temperature curve evaluated at the frost
surface temperature. In a paper on pin-fin heat exchangers,
Kondepudi and O’Neal �7� calculated fin efficiency using a modi-
fied fin parameter, m, to account for the frost conduction resis-
tance. They found that the presence of a 1-mm-thick frost layer on
the fin can reduce the fin efficiency by as much as 10% in com-
parison to the dry, unfrosted fin. Their analysis, however, assumes
one-dimensional conduction in the frost layer and uses the hyper-
bolic tangent function as a simplification to the modified-Bessel
solution.

There have been a number of related papers on heat conduction
in composite slabs, as reviewed by Xia and Jacobi �1�. The current
study extends that earlier research and is motivated by a desire for
a convenient expression for fin efficiency that accounts for the
frost conduction resistance and latent heat effects and is appropri-
ate for operating conditions typical to refrigeration and heat
pumping systems. In this paper, we consider an annular conduc-
tion domain and develop expressions for the fin efficiency of cir-
cular fins; the results of which can be used directly or in conjunc-
tion with the sector method.

Problem Formulation
The physical situation of interest, frost on a metallic fin, is

shown in Fig. 2 for a round-tube heat exchanger with constant-
thickness fins. Assuming a uniform convection coefficient, con-
duction in the �-direction is neglected due to symmetry, and a
two-dimensional analysis will be performed. As shown by Xia and
Jacobi �1�, for cases where Bi�0.05 and ��0.1, this assumption
is valid, and the fin can be approximated as one-dimensional with
a two-dimensional coating. This situation represents the paramet-
ric range of most importance for frost on a metallic fin. The fol-
lowing assumptions will also be invoked: steady-state, no internal
generation, and constant thermophysical properties. The frost
layer is assumed to be of uniform thickness, and zero contact
resistance is assumed between the fin and the frost. The convec-
tion coefficient, free-stream temperature, and base temperature
considered in this analysis are fixed and assumed to be known.
With these assumptions, the fin temperature is a function of r only
�i.e., T1�r��, and the temperature within the frost layer is a func-
tion of r and z �i.e., T2�r ,z��.

The governing equation for the temperature distribution along

the fin, material 1, is

k1t

r

d

dr
�r

dT1

dr
� + k2� �T2

�z
�

z=0
= 0 in R1 � r � R2 �1�

The heat diffusion equation in the frost layer, material 2, is

1

r

�

�r
�r

�T2

�r
� +

�2T2

�z2 = 0 in R1 � r � R2, 0 � z � � �2�

Equations �1� and �2� are subject to the boundary conditions

�dT1

dr
�

r=R2

= 0, � �T2

�r
�

r=R2

= 0 �3a�

T1�R1� = Tb T2�R1,z� = Tb �3b�

T1�r� = T2�r,0� �3c�

� �T2

�z
�

z=�

=
h

k2
�T� − T2�r,��� �3d�

Fig. 1 Two different examples of the hexagonal pattern that emerges when using the sector
method †9‡

Fig. 2 Schematic of the composite slab, with the one-
dimensional fin „material 1… and the two-dimensional frost layer
„material 2…
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Substituting Eq. �3c� into Eq. �1�, we arrive at the following four
boundary conditions for T2�r ,z�

� �T2

�r
�

r=R2

= 0 �4a�

T2�R1,z� = Tb �4b�

k1t

r

d

dr
��r

dT2

dr
��

z=0
+ k2� �T2

�z
�

z=0
= 0 �4c�

� �T2

�z
�

z=�

=
h

k2
�T� − T2�r,��� �4d�

Now, we define the following nondimensional variables

� =
T2 − T�

Tb − T�

r* =
r

R2
z* =

z

�
�5�

Substituting, the boundary value problem for T2�r ,z� becomes

1

r*

�

�r*�r* ��

�r*� + �R2

�
�2 �2�

�z*2 = 0 �6�

with

��

�r* = 0 at r* = 1 �7a�

� = 1 at r* =
R1

R2
�7b�

k1t

r*R2
2

d

dr*�r*d�

dr
� +

k2

�

��

�z* = 0 at z* = 0 �7c�

��

�z* +
h�

k2
� = 0 at z* = 1 �7d�

Please note that from this point forward, the asterisk superscript
will be dropped from the spatial coordinates for convenience, with
the r and z variables taken as dimensionless unless otherwise
stated. It should also be noted that the boundary condition �7b�
conflicts with �7d� at location �r ,z�= �0,1�. To resolve this con-
flict, the singularity was removed by replacing boundary condition
�7b� with the following at r=0

� = f�z� = �1 0 � z � �1 − 	�

1 −
�z − �1 − 	��2

��2	k2/h�� + 	2�
�1 − 	� � z � 1 	 �7e�

where 0�	
1. We now have

� ��

�z
�

�0,1�
+ �h�

k2
��

�0,1�
= 0 �8�

and it can be seen that Eq. �7e� → Eq. �7b� as 	→0. Perhaps more
important, f�z� is twice-differentiable on 0�z�1, and only one
non-homogeneous boundary condition remains.

Therefore, separation of variables is pursued. We assume
��r ,z�=R�r�Z�z� which yields

1

RM2
1

r

dR

dr
+

d2R

dr2 � =
1

Z

−

d2Z

dz2 � = �m
2 �9�

where M2= �R2 /��2. Accordingly, R�r� should satisfy

d2R0

dr2 +
1

r

dR0

dr
− �m

2 M2R0 = 0 in 1 � r � �R1/R2� �10�

with R0� = 0 at r = 1 �11�

where the subscript zero denotes no �-dependence. Similarly, Z�z�
must satisfy

d2Z

dz2 + �m
2 Z = 0 in 0 � z � 1 �12�

with

Z� +
h�

k2
Z = 0 at z = 1 �13�

k1t

R2
2 
R0�Z +

R0�

r
Z� +

k2

�
RZ� = 0 at z = 0 �14�

Substituting Eq. �10� into Eq. �14�, the last boundary condition
can be rewritten as

Z� + N�m
2 Z = 0 at z = 0 �15a�

where

N =
k1t

�k2
�15b�

The second-order differential equations for R�r� and Z�z� are
solved, and three of the four constants are determined using
boundary condition equations �11� and �13�, and �15�. The eigen-
functions are

R0 = C1�m�K0��mr�I1��m� − K1��m�I0��mr�� �16�

Z = C2
 k2

h�
�m cos �m�1 − z� + sin �m�1 − z�� �17�

noting that �m
2 =�m

2 M2. The solution is thus

��r,z� = �
m=1

�

Cm�m
 k2

h�
�m cos �m�1 − z� + sin �m�1 − z��

· �K0��mr�I1��m� + K1��m�I0��mr�� �18�

where the eigenvalues �m satisfy the following eigencondition

tan��m� =

1 − � k1t

h
���m

�
�2�


 k2

h�
�m +

k1t

�k2
�m� n = 1,2,3, . . . �19�

The last boundary condition �7b� yields

f�z� = �
m=1

�

Cm�m
 k2

h�
�m cos �m�1 − z� + sin �m�1 − z��

· 
K0��m
R1

R2
�I1��m� + K1��m�I0��m

R1

R2
�� �20�

Now from Eq. �12�, it can be shown that
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0

1

ZnZmdz =
1

�m
2 − �n

2
0

1

�Zn�Zm − Zm� Zn�dz �21�

Integrating by parts and applying boundary conditions, Eqs. �13�
and �15a�, it follows


0

1

ZnZmdz =
1

�m
2 − �n

2 �Zn�Zm − Zm� Zn�0
1 = − N�ZnZm�z=0 �22�

Thus,


0

1

ZnZmdz + N�ZnZm�z=0 = 0 for n � m �23�

Equation �23� is needed to determine Cm; first Eq. �20� must be
multiplied on both sides by Zn and integrated from zero to one.
The term N�ZnZm�z=0 is then added and subtracted from each in-
tegral, and using Eq. �23� and the fact that f�0�
=� Cm �m Zm�0�R0, an expression for Cm is obtained. �A general
derivation of Eq. �24� was provided by Xia and Jacobi �1�.�

Cm =


0

1

f�z��Z��m;z��dz� + Nf�0�Z��m;0�

�mR0��m;r =
R1

R2

��
0

1

�Z��m;z���2dz� + N�Z��m;0��2�
�24�

where as 	→0

Cm =


0

1

Z��m;z��dz� + NZ��m;0�

�mR0��m;r =
R1

R2

��
0

1

�Z��m;z���2dz� + N�Z��m;0��2�
�25�

Thus finally,

Cm =

1

�m

+ ��mk1t

� 2h
−

1

�m

�cos��m� +
�k2

2 + hk1t�

�hk2

sin��m�

�mR0�
0

1

�Z��m;z���2dz� + N�Z��m;0��2�
�26a�

where

R0 = 
K0��m

R1

R2

�I1��m� + K1��m�I0��m

R1

R2

�� �26b�


0

1

�Z��m;z���2dz� =
1

2
+

k2

h�
sin2��m� −

1

4�m
sin�2�m�

+
�mk2

2

4h2� 2 �2�m + sin�2�m�� �26c�

N�Z��m;0��2 =
k1t

h2� 3k2
�k2�m cos��m� + h� sin��m��2 �26d�

Finally, the temperature distribution inside the two-dimensional

frost layer using dimensional variables is

T2�r,z� − T�

Tb − T�

= �
m=1

�

Cm�mM
�m� k2

h�
�cos �m�1 −

z

�
� + sin �m�1 −

z

�
��

· 
K0��m
r

�
�I1�M�m� + K1�M�m�I0��m

r

�
�� �27�

where �m and Cm are given by Eqs. �19� and �26a�–�26d�, respec-
tively. The expression for the temperature along the one-
dimensional fin is obtained by evaluating Eq. �27� at z=0 which
yields

T1�r� − T�

Tb − T�

= �
m=1

�

Cm�mM
�m� k2

h�
�cos �m

+ sin �m� · 
K0��m
r

�
�I1�M�m�

+ K1�M�m�I0��m
r

�
�� �28�

The conduction heat transfer through the fin is found by differen-
tiating Eq. �28� and using Fourier’s law at r=R1. Similarly, the
heat flowing through the frost layer is found by differentiating Eq.
�27�, applying Fourier’s law at r=R1, and then integrating from
z=0 to z=�. Finally, the fin efficiency is calculated by dividing the
fin heat transfer rate by the maximum heat transfer rate which
would exist were the entire frost surface at the base temperature,
Tb. This calculation yields

 f =
2R1

�R2
2 − R1

2�h�
m=1

�

Cm��m

�
�2

R2
I1��m
R2

�
�K1��m

R1

�
�

− I1��m
R1

�
�K1��m

R2

�
�� · �k1t�m� k2

h�
�cos �m + k1t sin �m

+
k2� 2

�m
+

k2
2�

h
sin �m −

k2� 2

�m
cos �m� �29�

The series solution to the fin efficiency using four terms �i.e., m
=4� is shown in Fig. 3 for two different values of the convection
coefficient, h=20 W m−2 K−1 and h=40 W m−2 K−1, for a range
of frost thicknesses. These results were obtained using Eqs. �19�,
�26�, and �29� as well as the geometric parameters detailed in
Table 1. The sector method was chosen to approximate the heat
flow in a rectangular-plate fin of repeating hexagonal regions.
Each of the eight zones was subdivided into fourteen sectors to
ensure a high degree of numerical accuracy. It should be noted
that while the fin efficiency depends on t, �, R1, R2, h, k1, and k2,
it does not depend on the temperatures T� and Tb The fin effi-
ciency does not go to unity for a frost layer of zero thickness
because the metallic substrate used in the example is not a perfect
conductor of heat. Furthermore, as the frost thickness approaches
zero thickness, the analytical solution yields the fin efficiency as
predicted by Schmidt’s �2� sector method solution for dry fins to
within 1%. It should also be noted that the error that would have
occurred had conduction through the frost layer been neglected
could be as high as 18% for the conditions used in this example,
and this error would be more pronounced for thicker frost layers.
This finding emphasizes the need for including these effects and
suggests that an expression which properly accounts for conduc-
tion through both the frost layer and the fin is preferred.
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In Fig. 4, the fin efficiency calculated using data from Table 2
and Eq. �29� is compared to two alternate approaches: that of Wu
and Bong �4�, where the m term is modified to account for latent
effects, and that of Mago and Sherif �6�, which uses a graphical
approach. It should be noted that while both of these approaches
seek to account for the transfer of heat by latent effects, neither
includes the effect of conduction through the frost layer. There-
fore, the observed difference between these two methods is due
predominantly to their method of handling the latent effects. The
analytical solution yields fin efficiencies several percent lower
than the other two methods and deviates the most for large frost
thicknesses. It should be noted that the approach by Mago and
Sherif �6� does not use the sector method but instead uses equiva-
lent circular areas and requires interpolation from a graph which
does not lend itself easily to numerical programming. Unlike Fig.
3, this plot of fin efficiency is derived from actual measured data.

Therefore, the convective heat transfer coefficient is not constant
but decreases with the thickness of the frost layer, because the air
flow rate through the heat exchanger decreases as frost accumu-
lates on the air-side surface.

One-Term Approximation
Because the complete series solution is cumbersome, it is de-

sirable to identify cases for which a one-term approximation to the
series solution is sufficient. In order to make such an assessment,
consider the eigencondition

tan−1��m� =
k1k2t

��k2
2 + hk1t�


�h�2

k1t
� 1

�m
− �m� �30�

From Xia and Jacobi �1�, the following is known about the first
eigenvalue

0 � �1 ��h�2

k1t
�31�

Therefore, when

�h�2

k1t

 1 �32�

we have tan ��m���m, and the first root of Eq. �19� can be ap-
proximated as

Table 2 Parameters for an example with varying h

�
�mm�

hsens

�W m−2 K−1�
heff

�W m−2 K−1�
k1

�W m−1 K−1�
k2

�W m−1 K−1�

0.02 180 218 237 0.40
0.06 156 197 237 0.32
0.14 124 150 237 0.23
0.23 75.9 97.2 237 0.19
0.30 41.4 61.0 237 0.18
0.34 17.6 27.8 237 0.18
0.37 9.5 16.7 237 0.19
0.38 7.3 13.0 237 0.19
0.39 6.5 12.3 237 0.20

Fig. 3 Using the conditions of Table 1, example fin efficiencies
are shown for two values of the convective heat transfer coef-
ficient over a range of frost thicknesses. The effect of neglect-
ing conduction through the frost layer is clearly seen.

Table 1 Parameters for an example with fixed h

� 0 to 1.0 mm
h 20,40 W m−2 K−1

k1 237 W m−1 K−1

k2 0.175 W m−1 K−1

t 0.0635 mm
R1 3.868 mm

�Radius Ratios and Surface Area
for Sectors in Zones 1, 4, 5, and 8�

�Radius Ratios and Surface Area
for Sectors in Zones 2, 3, 6, and 7�

RR1=1.235 S1=0.3650 mm2 RR1=3.105 S1=3.472 mm2

RR2=1.246 S2=0.3770 mm2 RR2=3.109 S2=3.463 mm2

RR3=1.267 S3=0.3999 mm2 RR3=3.119 S3=3.447 mm2

RR4=1.299 S4=0.4316 mm2 RR4=3.133 S4=3.422 mm2

RR5=1.340 S5=0.4693 mm2 RR5=3.152 S5=3.391 mm2

RR6=1.389 S6=0.5105 mm2 RR6=3.175 S6=3.353 mm2

RR7=1.446 S7=0.5531 mm2 RR7=3.202 S7=3.310 mm2

RR8=1.509 S8=0.5950 mm2 RR8=3.234 S8=3.262 mm2

RR9=1.579 S9=0.6352 mm2 RR9=3.269 S9=3.211 mm2

RR10=1.654 S10=0.6729 mm2 RR10=3.307 S10=3.158 mm2

RR11=1.733 S11=0.7076 mm2 RR11=3.349 S11=3.102 mm2

RR12=1.817 S12=0.7393 mm2 RR12=3.394 S12=3.046 mm2

RR13=1.903 S13=0.7679 mm2 RR13=3.442 S13=2.989 mm2

RR14=1.993 S14=0.7937 mm2 RR14=3.493 S14=2.932 mm2

Fig. 4 Using the data from Table 2, the fin efficiency is calcu-
lated and shown for different methods and compared to the
analytical solution. Note that the convective heat transfer coef-
ficient is not constant; it decreases with frost thickness.
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�1 � �� h

k1t + �� k1ht

k2
+ k2� �33�

Furthermore, it can be shown from Eq. �30� that when

k1k2t

��k2
2 + hk1t�

� 1 �34�

we can approximate sin��m�→�m and cos��m�→1. Therefore,
Eqs. �26a�–�26d� reduce to

C1 �
� �

R2
� · � k1t

� 2h
+

k2

h�
+

k1t

k2�
�


K0��1
R1

R2
�I1��1� + K1��1�I0��1

R1

R2
�� · 
�1

2k2

h�
+ ��1k2

h�
�2

+
k1t

h2� 3k2
�k2�1 + h��1�2� �35�

The one-term approximation to the series solution in the frost layer is then

T2�r,z� − T�

Tb − T�

�

�1 · � k1t

� 2h
+

k2

h�
+

k1t

k2�
�


�1
2k2

h�
+ ��1k2

h�
�2

+
k1t

h2� 3k2

�k2�1 + h��1�2� · 
�1� k2

h�
�cos �1�1 −

z

�
� + sin �1�1 −

z

�
��

·


K0��1

r

�
�I1��1

R2

�
� + K1��1

R2

�
�I0��1

r

�
��


K0��1

R1

�
�I1��1

R2

�
� + K1��1

R2

�
�I0��1

R1

�
�� �36�

and in material 1,

T1�r� − T�

Tb − T�

�

�1 · � k1t

� 2h
+

k2

h�
+

k1t

k2�
�


�1
2k2

h�
+ ��1k2

h�
�2

+
k1t

h2� 3k2

�k2�1 + h��1�2� · 
�1� k2

h�
�cos �1 + sin �1�

·


K0��1

r

�
�I1��1

R2

�
� + K1��1

R2

�
�I0��1

r

�
��


K0��1

R1

�
�I1��1

R2

�
� + K1��1

R2

�
�I0��1

R1

�
�� �37�

where �1 is given by Eq. �33�. Under the one-term approximation, the fin efficiency is

� =
2R1

�R2
2 − R1

2�h
· ��1

2

�
� ·

k1t

� 2h
+

k2

h�
+

k1t

k2�


�1
2k2

h�
+ ��1k2

h�
�2
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h2� 3k2
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�
�I1��1
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�
�I1��1

R1

�
��


K0��1

R1

�
�I1��1

R2

�
� + K1��1

R2

�
�I0��1

R1

�
��

· �k1t�1� k2

h�
�cos �1 + k1t sin �1 +

k2� 2

�1

+
k2

2�

h
sin �1 −

k2� 2

�1

cos �1� �38�

It should be noted that while the series solution is completely
intractable apart from the use of a computer, the one-term ap-
proximation is solvable on almost any hand-held calculator. In
Fig. 5, the difference between  and � is shown as a function of
the frost thickness for the conditions given in Table 1. The one-
term approximation over-estimates the fin efficiency by up to a
few percent at the lowest fin efficiency. For fin efficiencies greater
than 75%, the incurred penalty of using the one-term approxima-
tion over the series solution �m=4�, Eqs. �38� and �29�, respec-
tively, is less than 2.3%.

Modifying the Heat Transfer Coefficient

Because the heat transfer in this problem is occurring by both

sensible and latent modes of transport, the sensible convective

coefficient, h, should be modified to include the latent transfer of

heat. In this way, the mass transfer effects are accounted for in a

modified air-side convective heat transfer coefficient, for the pur-

pose of calculating fin efficiency. The effective heat transfer coef-
ficient in this case is defined as
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heff = �h +
Qlatent

Qsensible
h� = h +

ṁfif

Atot�Tlm,s
�39�

where ṁf represents the mass deposition rate of the frost, if is the
ablimation energy, and Atot is the heat exchanger total surface
area. In this definition, �Tlm,s represents the log-mean temperature
difference between the air-stream temperature and the frost sur-
face temperature and is defined as

�Tlm,s =
�Ta,up − Tf� − �Ta,down − Tf�

ln��Ta,up − Tf�/�Ta,down − Tf��
�40�

This effective heat transfer coefficient should be used in place of
h in the above equations. The effect of using this modified heat
transfer coefficient is small, but it can lower the fin efficiency by
2.3%–5.3% as shown in Fig. 6, which was based on the data of
Table 2. It should be pointed out that the idea of using a modified
heat transfer coefficient has already been suggested in the litera-

ture. For example, Lin et al. �8� purport this idea in their work on
the effect of inlet relative humidity on wet fin efficiency but define
their modified convective coefficient using a linear temperature
difference. All the results presented earlier were based on the ef-
fective heat transfer coefficient described above.

Conclusions
The fin efficiency for a two-dimensional frost layer on a one-

dimensional fin has been presented. An exact solution was ob-
tained by separation of variables exploiting an unusual orthogo-
nality condition. Unlike previous solutions for frosted-fin
efficiency, this new solution accounts for two-dimensional con-
duction in the frost layer and necessitates fewer simplifying as-
sumptions. It was demonstrated that even when mass transfer ef-
fects are lumped into the air-side convective coefficient,
neglecting the frost conduction resistance may result in an over-
estimate of the fin efficiency by several percent. Conditions are
also developed under which a one-term approximation to the so-
lution is sufficient. The analytical solution presented in this paper,
and the one-term approximation, have broad applicability in addi-
tion to their use for calculating fin efficiency of frost-coated fins.
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Appendix
Sector Method for Plain-Fin Geometries. The radius ratio,

RRn, and the surface area of each sector, Sn, are calculated as
follows:

Sectors with constant M edge �in Fig. 1, zones 2, 3, 6, and 7�

RRn =
M

rif

��2n − 1

2N
�2

+ � L

M
�2

Sn =
rif

2

2
�RRn

2 − 1�
tan−1�nM

NL
� − tan−1� �n − 1�M

NL
��

where rif = �Dot+2t� /2 is the inner radius corrected for fins with
collars touching the adjacent fin and n=1,2 ,3 , . . .. N is the num-
ber of sectors in each zone.

Sectors with constant L edge �in Fig. 1, zones 1, 4, 5, and 8�

RRn =
M

rif

��2n − 1

2N
�2� L

M
�2

+ 1

Sn =
rif

2

2
�RRn

2 − 1�
tan−1� nL

NM
� − tan−1� �n − 1�L

NM
��

where M =ST /2 and L=SL /2.
The total efficiency is then the sum of the multiplication of the

appropriate fin efficiency and Sn for each sector in each zone
divided by the sum of the surface area for all sectors in each zone

 f =
�n=1

N
Snn

�n=1

N
Sn

again where n=1,2 ,3 , . . .. N is the number of sectors in a zone.
Sector Method for Slit-Fin Geometries. For heat exchangers

with slit fins, the radius ratio RRn has been modified to better
estimate the fin efficiency. For these surfaces, the constant M edge
is replaced by a constant Ms edge, and the L edge is replaced by
a constant Ls edge. Since the accurate calculation of the inner
radius is particularly complicated for these geometries, the height
of the slits is simply added to the sectors of constant Ms edge, and
dividing sectors are assumed as before. �Note: The surface area
and radius ratio for the sectors of constant Ls edge are calculated
in the same manner as the plain fin heat exchanger.� Sectors with

Fig. 5 The difference between the series solution and the one-
term approximation is shown using the conditions of Table 1

Fig. 6 The difference between using the sensible heat transfer
coefficient and the modified convective coefficient in the calcu-
lations is shown using the data from Table 2. Note that the
convective heat transfer coefficient is not constant; it de-
creases with frost thickness.
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constant Ms edge �in Fig. 1, zones 2, 3, 6, and 7�

RRn =

�Ms��2n − 1

2N
�2

+ � L

M
�2� + hs

rif

where n=1,2 ,3 , . . .. N is the number of sectors in each zone and
hs is the height of the slits as measured directly from the fin
surface.

Nomenclature
A � heat exchanger surface area �m2�

Bi � Biot number, h� /k2 �1+��
h � convective heat transfer coefficient �W m−2 K�
i � enthalpy of ablimation �J kg−1�
k � thermal conductivity �W m−1 K�

ṁ � mass deposition rate �kg s−1�
M � dimensionless group, R2 /�
N � dimensionless group defined in Eq. �15b�

R1 � tube radius, see Fig. 2 �m�
R2 � fin radius; half the distance between tubes, see

Fig. 2 �m�
t � half fin thickness, see Fig. 2 �m�
T � temperature �K�

Greek Symbols
� � eigenvalue satisfying Eq. �19�
� � frost thickness �m�
� � a small parameter, see Eq. �7e�
� � modified eigenvalue, M�
 � fin efficiency, see Eq. �29�

� � fin efficiency approximation, from a one-term
approximation, see Eq. �38�

� � ratio of transverse thermal conduction resis-
tances, tk2 /�k1

Subscripts and Superscripts
1 � in the material of the fin
2 � in the material of the frost
a � of the air stream
b � at the fin base

eff � effective
f � frost

lm � log-mean difference
s � at the frost surface

tot � total
� � in the environment
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The steady laminar fully developed flow between two isothermal
parallel plates is studied in this paper. The investigation concerns
air, engine oil, and water taking into account the variation of all
physical properties (�, k, and �) with temperature. The results are
obtained with the direct numerical solution of the governing equa-
tions and cover large temperature differences not treated until
now. The largest differences of volume flow rate and vertical heat
flux from the corresponding constant properties values reach
1568% and 2120% in air, 139% and 247% in oil, and 62% and
55% in water. �DOI: 10.1115/1.2175154�

Keywords: parallel plates, natural convection, variable
properties, air, oil, water

1 Introduction
The study of fully developed free convection between parallel

plates at constant temperature has been initiated by Ostrach �1�.
Sinha �2� studied this problem using as a working fluid water at
low temperatures where the relation between density and tempera-
ture is nonlinear. However the other water properties �viscosity
and thermal conductivity� have been considered constants. The
first exact solutions for free convection in a vertical parallel plate
channel with asymmetric heating for a fluid with constant proper-
ties �c.p.� was presented by Aung �3�. Vajravelu and Sastri �4�
reconsidered the problem treated by Sinha using a more accurate
relation between water density and temperature, ignoring again
the variation of other water properties with temperature. Vajravelu
�5�, in a subsequent paper, treated the same problem using water

and air as working fluids and considering all fluid thermophysical
properties �� ,� ,k ,cp� as linear functions of temperature. How-
ever, the results are valid for room temperatures between 10 and
25°C. Chenoweth and Paolucci �6� presented exact solutions for a
perfect gas using the Sutherland law for viscosity and thermal
conductivity and considering the ambient fluid temperature equal
to the reference temperature �mean temperature of the two plates�.
Chenoweth and Paolucci �7� extended the previous work to cases
where the ambient fluid temperature is different from the refer-
ence temperature. The presented results in both works are valid
for the temperature range between 120 K and 480 K.

The objective of the present paper is to present results for free
convection between vertical parallel plates with large temperature
differences for three fluids taking into account the variation of all
thermophysical properties �� ,� ,k� with temperature. The fluids
are air, engine oil, and water and the temperature ranges are
150–3000 K, 273–430 K, and 0–40°C, respectively.

2 The Mathematical Model
Consider laminar flow between two vertical plates with u and v

denoting, respectively, the velocity components in the x and y
direction, where x is vertically upwards and y is the coordinate
perpendicular to x. For steady, two-dimensional flow the equations
appropriate to the variable property situation are

continuity equation:
���u�

�x
+

���v�
�y

= 0 �1�

momentum equation:

��u
�u

�x
+ v

�u

�y
� = −

�p

�x
+

�

�y
��

�u

�y
� + ��a − ��g �2�

energy equation: �cp�u
�T

�x
+ v

�T

�y
� =

�

�y
�k

�T

�y
� �3�

where � is the fluid density, �a is the ambient fluid density, � is
the dynamic viscosity, p is the dynamic pressure �pressure due to
the motion of the fluid�, T is the fluid temperature, k is the fluid
thermal conductivity, and cp is the fluid specific heat. When the
channel height is much larger than the channel spacing, the flow
in the channel may reach a state in which steamlines are parallel
to one another. In this case the quantities v, �T /�x, �u /�x are zero
in the entire cross section and the flow is called fully developed.
Except that in fully developed flow of free convection in a vertical
channel with both ends open to the ambient fluid, with constant
plate temperature, the dynamic pressure gradient is also zero
��2,3,5� and Aung and Worku �8��. Thus, for fully developed flow
the above equations reduce to

momentum equation:
�

�y
��

�u

�y
� + ��a − ��g = 0 �4�

energy equation:
�

�y
�k

�T

�y
� = 0 �5�
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The following boundary conditions were applied at the two
plates:

x � 0y = 0 u = 0, T = T1 �6�

x � 0y = b u = 0, T = T2 �7�

where T1 is the first plate temperature and T2 is the temperature of
the second plate which lies at a distance b from the first plate.

Normal air is a transparent, nonparticipating fluid and the
boundary conditions in the present problem are prescribed tem-
perature at the plates. This means that the standard equations of
motion and energy are valid �Ozisik �9�� and for that reason ra-
diation has not been included in our analysis.

In some special cases Eqs. �4� and �5� may accept analytical
solutions. In the present work we solved these equations directly,
without any transformation, using the finite difference method of
Patankar �10�. The forward step size �x was 0.01 mm and the
lateral grid cell is 500. For a fixed value of lateral grid points the
results are independent of �x. The only thing that changes is the

distance from the channel entrance until the results take their final
value. However the results are dependent on the number of lateral
grid points. We tried different numbers of lateral grid points and
we found that usually 100 lateral grid points are sufficient. The
�x=0.01 mm and 500 lateral grid points are very efficient and the
results of the present work are grid independent.

3 Results and Discussion
Two important quantities for this problem is the nondimen-

sional volume flow rate between the plates and the nondimen-
sional vertical heat flux defined by the following equations ��3��

M =�
0

1

UdY �8�

Table 1 Flow rate „M… and vertical heat flux „Q… for air in upward flow

T1
K

T2
K

Ta
K M

M
c.p.

Difference
�M −Mcp� /M

% Q
Q

c.p.

Difference
�Q−Qcp� /Q

%

150 3000 150 0.0793 0.0417 47 0.0551 0.0222 60
150 2000 150 0.0838 0.0417 50 0.0512 0.0222 57
150 1000 150 0.0763 0.0417 45 0.0445 0.0222 50
150 500 150 0.0659 0.0417 37 0.0382 0.0222 42
150 200 150 0.0486 0.0417 14 0.0270 0.0222 18
150 151 150 0.0417 0.0417 0 0.0222 0.0222 0
200 3000 150 0.0792 0.0424 46 0.0552 0.0229 59

1000 3000 150 0.0782 0.0541 31 0.0596 0.0358 40
2000 3000 150 0.0807 0.0687 15 0.0699 0.0568 19
2500 3000 150 0.0823 0.0760 8 0.0762 0.0694 9
3000 3000 150 0.0833 0.0833 0 0.0833 0.0833 0

Table 2 Flow rate „M… and vertical heat flux „Q… for air in downward flow

T1
K

T2
K

Ta
K M

M
c.p.

Difference
�M −Mcp� /M

% Q
Q

c.p.

Difference
�Q−Qcp� /Q

%

3000 150 3000 0.0025 0.0417 1568 0.0010 0.0222 2120
3000 500 3000 0.0077 0.0417 442 0.0030 0.0222 640
3000 1000 3000 0.0138 0.0417 202 0.0055 0.0222 304
3000 2000 3000 0.0251 0.0417 66 0.0108 0.0222 106
3000 2500 3000 0.0324 0.0417 29 0.0151 0.0222 47
3000 2999 3000 0.0417 0.0417 0 0.0222 0.0222 0
2500 150 3000 0.0050 0.0490 880 0.0026 0.0297 1042
2000 150 3000 0.0079 0.0563 613 0.0050 0.0386 672
1000 150 3000 0.0191 0.0709 271 0.0160 0.0605 278
500 150 3000 0.0356 0.0782 120 0.0332 0.0734 121
150 150 3000 0.0833 0.0833 0 0.0833 0.0833 0

Table 3 Flow rate „M… and vertical heat flux „Q… for oil in upward flow

T1
K

T2
K

Ta
K M

M
c.p.

Difference
�M −Mcp� /M

% Q
Q

c.p.

Difference
�Q−Qcp� /Q

%

273 430 273 0.0540 0.0417 23 0.0398 0.0222 44
273 380 273 0.0323 0.0417 29 0.0238 0.0222 7
273 350 273 0.0361 0.0417 16 0.0247 0.0222 10
273 300 273 0.0455 0.0417 8 0.0271 0.0222 18
273 280 273 0.0429 0.0417 3 0.0235 0.0222 6
273 274 273 0.0420 0.0417 �1 0.0224 0.0222 �1
280 430 273 0.0532 0.0435 18 0.0394 0.0240 39
300 430 273 0.0509 0.0488 4 0.0379 0.0296 22
350 430 273 0.0645 0.0621 4 0.0510 0.0466 9
380 430 273 0.0702 0.0701 �1 0.0599 0.0590 2
430 430 273 0.0833 0.0833 0 0.0833 0.0833 0
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Q =�
0

1

U�dY �9�

The dimensionless vertical velocity U, the dimensionless tempera-
ture �, and the dimensionless distance Y are given by the follow-
ing equations

U =
ub

�r Gr
�10�

� =
T − Ta

T2 − Ta
�11�

Y =
y

b
�12�

where �r is the fluid kinematic viscosity calculated at reference
temperature �T1+T2� /2, Gr is the Grashof number, and Ta is the
ambient fluid temperature. The Grashof number is defined as

Gr =
gb3

�r
2

�a − �2

�r
�13�

where �2 is the fluid density at the second plate and �r is the fluid
density at reference temperature. In the present work the Rayleigh
number is lower than 108 �Kakac and Yener �11�� and the flow is
laminar.

3.1 Results for Air. The density, dynamic viscosity, and ther-
mal conductivity of air in the temperature range 150 K	T
	3000 K are given by Zografos et al. �12�. The volume flow rate
and the vertical heat flux calculated by the present method are
shown in Table 1 for upward flow. In the same table the quantities
calculated by the analytical solutions given by �3� have been also
included for comparison �c.p. mean constant properties�. In Table
2 the volume flow rate and the vertical heat flux are given for
downward flow.

3.2 Results for Engine Oil. The density, dynamic viscosity,
and thermal conductivity of oil in the temperature range 273 K

Table 4 Flow rate „M… and vertical heat flux „Q… for oil in downward flow

T1
K

T2
K

Ta
K M

M
c.p.

Difference
�M −Mcp� /M

% Q
Q

c.p.

Difference
�Q−Qcp� /Q

%

430 273 430 0.0205 0.0417 103 0.0064 0.0222 247
430 280 430 0.0210 0.0417 99 0.0068 0.0222 226
430 300 430 0.0224 0.0417 86 0.0081 0.0222 174
430 350 430 0.0345 0.0417 21 0.0157 0.0222 41
430 380 430 0.0383 0.0417 9 0.0191 0.0222 16
430 429 430 0.0417 0.0417 0 0.0222 0.0222 0
400 273 430 0.0305 0.0496 63 0.0133 0.0305 129
380 273 430 0.0230 0.0549 139 0.0121 0.0369 205
350 273 430 0.0371 0.0629 70 0.0254 0.0478 88
300 273 430 0.0724 0.0762 5 0.0654 0.0697 7
280 273 430 0.0812 0.0815 �1 0.0793 0.0797 �1
273 273 430 0.0833 0.0833 0 0.0833 0.0833 0

Table 5 Flow rate „M… and vertical heat flux „Q… for water in upward flow

T1
°C

T2
°C

Ta
°C M

M
c.p.

Difference
�M −Mcp� /M

% Q
Q

c.p.

Difference
�Q−Qcp� /Q

%

4 40 4 0.0308 0.0417 35 0.0182 0.0222 22
4 30 4 0.0286 0.0417 46 0.0166 0.0222 34
4 20 4 0.0275 0.0417 52 0.0157 0.0222 41
4 10 4 0.0262 0.0417 59 0.0147 0.0222 51
4 5 4 0.0258 0.0417 62 0.0143 0.0222 55
5 40 4 0.0317 0.0428 35 0.0190 0.0233 23

10 40 4 0.0371 0.0486 31 0.0238 0.0293 23
20 40 4 0.0501 0.0602 20 0.0374 0.0439 17
30 40 4 0.0654 0.0718 10 0.0567 0.0619 9
40 40 4 0.0833 0.0833 0 0.0833 0.0833 0

Table 6 Flow rate „M… and vertical heat flux „Q… for water in downward flow

T1
°C

T2
°C

Ta
°C M

M
c.p.

Difference
�M −Mcp� /M

% Q
Q

c.p.

Difference
�Q−Qcp� /Q

%

40 0 40 0.0559 0.0417 25 0.0269 0.0222 17
40 4 40 0.0526 0.0417 21 0.0256 0.0222 13
40 10 40 0.0494 0.0417 16 0.0245 0.0222 9
40 20 40 0.0460 0.0417 9 0.0234 0.0222 5
40 30 40 0.0432 0.0417 3 0.0225 0.0222 1
40 39 40 0.0417 0.0417 0 0.0222 0.0222 0
30 0 40 0.0684 0.0521 24 0.0416 0.0333 20
20 0 40 0.0783 0.0625 20 0.0580 0.0472 19
10 0 40 0.0838 0.0729 13 0.0731 0.0639 13
0 0 40 0.0833 0.0833 0 0.0833 0.0833 0
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	T	430 K are given by �12�. The volume flow rate and the
vertical heat flux are shown in Tables 3 and 4 for upward and
downward flow, respectively.

3.3 Results for Water. The density of water is a function of
temperature, salinity, and pressure. In this paper the International
Equation of State for Seawater �Fofonoff �13�� is used for the
calculation of density. For the calculation of dynamic viscosity
and thermal conductivity the formulas given by Kukulka et al.
�14� were used. The volume flow rate and the vertical heat flux are
shown in Tables 5 and 6 for upward and downward flow,
respectively.

From the above tables we see that the variation of physical
properties with temperature play an important role in the results.
The largest differences of volume flow rate and vertical heat flux
from the corresponding constant properties values appear in
downward air flow and reach 1568% and 2120%, respectively.
For oil the differences reach 139% and 247% in downward flow
and for water 62% and 55% near the density extremum �4°C�.
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The uses of a weighting factor along with a time step in a single-
step trapezoidal method to solve a first-order parabolic system
have been systematically studied. The weighting factors are used
in two main types: constants and variables. The most commonly
used constant weighting factors can be defined by the ratio of the
Fibonacci sequence. Among them, the optimal weighting factor is
0.618, resulting in a balance between the overall accuracy and
efficiency. With the finite element formulation, the space and time
dimensions can be discretized separately. For the time discretiza-
tion only, there exists a zero-error dimensionless time step if a
weighting factor is within the range of 0.5–1.0. By taking advan-
tage of the zero-error condition, the weighting factor can be cor-
related with a time step. The influence of spatial dimensions is
lumped into a nonzero eigenvalue of the system. Through validity
tests of two benchmark linear problems, the variable weighting
factor for a single-step trapezoidal method is shown to be accu-
rate, efficient, and stable. The relevant features have been
captured. �DOI: 10.1115/1.2175155�

Keywords: weighting factor, time step, single-step trapezoidal
method, parabolic system, eigenvalue, finite element method

Introduction
A first-order parabolic system describes many engineering

problems. In solving such a system, there are two families of
algorithms: trapezoidal and exponential. The most commonly
used single-step trapezoidal methods include the Euler forward
and backward methods �1�, the Crank-Nicolson method �2�, the
Liniger method �3�, and the Galerkin method �4�. The generalized
trapezoidal family of algorithms along with the two-step methods
and three-step methods has been summarized by Tamma, Zhou,
and Kanapady �5�. The practical time-stepping schemes have been
reviewed in detail by Wood �6�. For the exponential family of
algorithms, an exponential scheme was developed by Patankar
and Baliga �7�, extended by Chen and Li �8�, and generalized by
Mercer �9�. As the problems become more and more time con-
suming, it becomes clear that the efficiency of a solution is just as
important as its accuracy. In order to use a relatively large time
step without losing solution accuracy, an optimal single-step ex-
ponential scheme was developed by Li �10�. The single-step ex-
ponential methods are mainly used in the finite difference method.

In numerical simulations of transient heat conduction problems
using finite element methods, the single-step trapezoidal families
of algorithms are usually adopted due to their simplicities in for-
mulation. The generalized trapezoidal method and its stability
have been summarized by Belytschko and Hughes �11�, and
Hughes �12�. In single-step trapezoidal methods, the use of differ-
ent combinations of a weighting factor and a time step will sig-
nificantly influence the numerical results. In order to reduce the

overall error from an arbitrary time step, an optimal weighting
factor for the single-step trapezoidal method was developed by
Zhao �13�. Based on the zero-error between the analytical solution
and the numerical solution in time discretization, a weighting fac-
tor can be correlated with a time step. The spatial effect can be
included for solving general first-order parabolic partial differen-
tial equations.

Formulation
In the finite element formulation, discretization of space and

time can be conducted separately. A general finite element equa-
tion for transient heat conduction problems after discretization on
space documented by Zienkiewicz and Taylor �14� reads

�C��Ṫ� + �K��T� = �Q� �1�
With time discretization using the single-step trapezoidal

method, Eq. �1� takes the following form

� �C�
�t

+ ��K���Tt+�t� = � �C�
�t

− �1 − ���K���Tt� + ��Qt+�t�

+ �1 − ���Qt� �2�

A weighting factor � is bounded within the interval �0, 1�. In these
traditional single-step trapezoidal methods, weighting factors are
usually the same for all time steps.

In order to study the error purely from a time discretization, the
influence of spatial dimensions is temporarily ignored. Solving the
one-deg Eq. �1� with �=K /C, a constant Q within a time step and
a constant initial condition of T0 yields

T =
Q

K
�1 − exp�− �t�� + T0 exp�− �t� �3�

Correspondingly, the recurrence relationship for the numerical
solution can be readily obtained from Eq. �2� as

Tt+�t =
1 − �1 − �����t�

1 + ����t�
Tt +

Q�t/C

1 + ����t�
�4�

The dimensionless absolute error �DAE� �̄ as a function of the
weighting factor and dimensionless time step �DTS� �t̄=��t is
defined as

�̄ =
�

T0 − Q/K
=

1 − �1 − ���t̄

1 + ��t̄
− exp�− �t̄� �5�

The variation trend of asymptotic dimensionless absolute error
with weighting factors as the dimensionless time step approaches
infinity can be obtained by

E = lim
�t̄→�

�̄ = lim
�t̄→�

	1 − �1 − ���t̄

1 + ��t̄
− exp�− �t̄�
 =

� − 1

�
�6�

In order to evaluate �̄ as a function of �t̄ with different �,
weighting factors are chosen to be the ratio of the Fibonacci se-
quence �0, 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, ¼� although
other values can also be used. They are 0/1, 1 /1, 1 /2, 2 /3, 3 /5,
and 0.618, which correspond to F0 /F1 �the Euler forward
method�, F1 /F2 �the Euler backward method�, F2 /F3 �the Crank-
Nicolson method�, F3 /F4 �the Galerkin method�, F4 /F5, and
Fn−1 /Fn as n approaches infinity �the optimal weighting factor
�13��, respectively. The calculated results of dimensionless abso-
lute error as a function of the dimensionless time step with differ-
ent weights are shown in Fig. 1.

It is worthwhile to notice that there exists a zero DAE at a
certain DTS corresponding to a weighting factor in the range of
0.5���1. Based on this, the weighting factor can be correlated
with the time step by letting �̄=0 and solving for � from Eq. �5� as

� =
1

1 − exp�− ��t�
−

1

��t
�� � 0� �7�
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For the exponential form of a solution, the effect of space di-
mensions can be lumped as an eigenvalue problem

��K� − �l�C����l� = �0� l � �1,2, . . . ,m� �8�

For a single-mode problem, the dominant eigenvalue � can be
obtained from an initial condition. For a general multimode prob-
lem, the smallest nonzero eigenvalue �i will be used in Eq. �7�.
The smallest eigenvalue was used in the optimal exponential dif-
ference scheme �10�. The smallest nonzero eigenvalue could be a
dominant one but the dominant eigenvalue is not necessarily the
smallest nonzero one.

The single-step trapezoidal method is conditionally stable, the
zero-error dimensionless time step does not exist and the
asymptotic error is not bounded when the weighting factor is
within the range of 0��	0.5. It is unconditionally stable, since a
zero-error dimensionless time step exists and the asymptotic error
is bounded, when the weighting factor is taken from 0.5��
�1.0. If a solution is accurate its stability is certain. An uncondi-
tional stability, however, does not guarantee the accuracy of a
solution. Since the zero-error dimensionless time step varies from
zero to infinity as the weighting factor changes from 0.5 to 1.0, a
large time step can be used for a single-step trapezoidal method.

Procedures for Finite Element Scheme
The procedure to systematically determine the matched pair of

time step and weighting factor using the finite element scheme is
as follows:

�i� Apply boundary conditions and modify the �K� matrix;
�ii� Input the dominant eigenvalue if it is known from initial

conditions and go to step �iv�;
�iii� Numerically determine the smallest nonzero eigenvalue �i

from Eq. �8�;
�iv� Select a time step �t based on the need;
�v� Calculate the weighting factor � based on Eq. �7�, using

the time step �t selected by a user and the eigenvalue �
obtained from step �ii� or step �iii�;

�vi� Substitute the matched �t and � into Eq. �2� to conduct the
recurrent calculations.

The approximate total time to reach a steady state, ts, can be
estimated by making, for example, exp�−�its�=0.001. The time
step can then be selected by �t=7/ ��N�.

Evaluation of Accuracy
The first example considered involves a one-dimensional bar

with nonuniform initial temperatures. The partial differential
equation, boundary conditions, and initial condition can be ex-
pressed in Eqs. �9�–�11�, respectively,


c
�T

�t
=

�

�x
�k

�T

�x
� 0 � x � L �9�

T�0,t� = T�L,t� = 0 t � 0 �10�

T�x,0� = 4T0� x

L
��1 −

x

L
� �11�

The first example has the following solution

T�x,t� =
16T0

�3 �
n=1

�
�1 − �− 1�n�

n3 sin�n�x

L
�exp	−

k


c
�n�

L
�2

t

�12�

Constants for the first example are assumed to be T0=1, k=2,

c=10, and L=�. In calculations of temperature at different
times, 100 two-node elements were used. The numerical result of
the smallest eigenvalue is �1=0.2000164499. With the value of
�t=2, the corresponding weighting factor � has been calculated as
0.5332475016. The first 1000 nonzero terms were used in the
calculation of the analytical solution. The temperature compari-
sons between the analytical and the numerical results at different
times are depicted in Fig. 2. The results of some locations at time
t=2 are listed in Table 1.

The Tana and Tnum are the temperatures calculated based on the
analytical solution and numerical solution, respectively.

The second example considered involves a two-dimensional
rectangular domain with nonuniform initial temperatures. The par-
tial differential equation, boundary conditions, and initial condi-
tion are defined in Eqs. �13�–�15�, respectively,


c
�T

�t
=

�

�x
�k

�T

�x
� +

�

�y
�k

�T

�y
� 0 � x � L and 0 � y � W

�13�

T�0,y,t� = T�L,y,t� = T�x,0,t� = T�x,W,t� = 0 t � 0 �14�

T�x,y,0� = T0 sin��x

L
�sin��y

W
� �15�

Fig. 1 DAE as a function of DTS with different � Fig. 2 Temperature comparison for example 1
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The analytical solution can be found as

T�x,y,t� = T0 sin��x

L
�sin��y

W
�exp	−

k


c
�2� 1

L2 +
1

W2�t

�16�

In the finite element calculations, five thousand �100�50� four-
node square elements with bilinear shape functions were used.
The dominant eigenvalue of 0.25 can be determined from the
initial condition. Constants for the second example are assumed to
be T0=1, k=2, 
c=10, L=2�, and W=�. The largest error occurs
at the center of the rectangular domain. The error as a function of
position is depicted in Fig. 3. At the center, the numerically cal-
culated temperature is 0.22302, the analytically calculated tem-
perature is 0.22313 and the absolute error is −1.1�10−4. The
results of the temperature at the center location at different time
steps solved by the current method and the Crank-Nicolson
method ��=0.5� are compared and listed in Table 2.

The current approach is very accurate through all of the time
steps studied from 1 up to 10 shown in Fig. 4 and therefore also
very efficient. On the other hand, using the Crank-Nicolson
method, the error increases with the time step. In order to keep
certain accuracy, small time steps have to be used for the Crank-
Nicolson method. Even using a time step as small as 1, the error
of −0.00108 from the Crank-Nicolson method is much larger than
that of −0.00005 from the current approach.

Conclusions
A systematic study of the relationship between errors and pa-

rameters including the weighting factor � and time step �t for the
single-step trapezoidal method has been conducted. There exists a
zero-error dimensionless time step for a given weighting factor
within the range of 0.5–1.0. By taking advantage of the zero-error
condition, the weighting factor can be correlated with a time step.
With the correlated weighting factor and time step, the error due
to time discretization can be reduced or even eliminated. For
single-mode problems, “exact” solutions can be obtained numeri-
cally. For multimode problems, not “exact” but still very accurate
solutions can be captured using the smallest nonzero eigenvalue
of the system.

The numerical results for the two benchmarks agree very well
with their corresponding analytical solutions. Therefore, the
single-step trapezoidal method with a correlated weighting factor,
which is better than the existing constant weighting factor meth-
ods, is accurate, efficient, and stable.

The current approach has only been tested for linear problems.
In the future, the single-step trapezoidal method with an optimal
weighting factor and a correlated weighting factor should be in-
cluded and modified to solve nonlinear transient heat conduction
problems.

Nomenclature
C  capacity for matrix
c  specific heat
E  asymptotic error

Fn  Fibonacci sequence
K  conductivity for matrix

Table 1 Temperature comparison at t=2 for example 1

x Tana Tnum �=Tnum−Tana

0.0� 0.00000000 0.00000000 0.0000
0.1� 0.21462428 0.20049996 −0.0141
0.2� 0.40762502 0.40023794 −0.0074
0.3� 0.56000292 0.56060599 0.0006
0.4� 0.65733005 0.66254016 0.0052
0.5� 0.69075915 0.69735035 0.0066
0.6� 0.65733005 0.66254016 0.0052
0.7� 0.56000292 0.56060599 0.0006
0.8� 0.40762502 0.40023794 −0.0074
0.9� 0.21462428 0.20049996 −0.0141
1.0� 0.00000000 0.00000000 0.0000

Fig. 3 Error as a function of position for example 2

Table 2 Temperature comparisons with different methods

t=�t Tana Variable � Tnum Constant � Tnum ��=0.5�

1 0.77880 0.5208116642 0.77875 0.5 0.77772
2 0.60653 0.5414940825 0.60644 0.5 0.59991
3 0.47237 0.5619218011 0.47226 0.5 0.45443
4 0.36788 0.5819767069 0.36777 0.5 0.33321
5 0.28650 0.6015511185 0.28639 0.5 0.23064
6 0.22313 0.6205502501 0.22302 0.5 0.14272
7 0.17377 0.6388939451 0.17366 0.5 0.06653
8 0.13534 0.6565176427 0.13523 0.5 −0.00014
9 0.10540 0.6733726059 0.10530 0.5 −0.05896
10 0.08208 0.6894254698 0.08199 0.5 −0.11125

Fig. 4 Error comparison as a function of time step and
methods
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k  thermal conductivity
L  length
l  index for mode number

m  total number of nodes
N  total number of time intervals
n  index for the Fibonacci sequence
Q  thermal load

Ṫ  derivative of temperature to time
T0  constant initial temperature
T  temperature
t  time

W  width
x  horizontal coordinate
y  vertical coordinate

Greek Symbols
�t̄  dimensionless time step
�t  time step
�̄  dimensionless absolute error
�  absolute error
�  weighting factor
�  dominant eigenvalue of system

  density
�  eigenvector
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A liquid metal forced-convection fully developed laminar flow in-
side a square duct, whose surfaces are electrically insulated and
subjected to a constant temperature in a transverse magnetic field,
is solved numerically using the spectral method. The axial mo-
mentum, induction, and nonlinear energy equations are solved by
expanding the axial velocity, magnetic field, and temperature in
double Chebyshev series and are collocated at Gauss points. The
resulting system of equations is solved numerically by Gauss
elimination for the expansion coefficients. The velocity and the
magnetic field coefficients are directly solved for, while the tem-
perature coefficients are solved for iteratively. Results show that
the velocity profile is flattened in the direction of the magnetic
field, but it is more round in the direction normal to it, in a similar
fashion to the case of circular tube studied previously. The pow-
erful spectral method resolves the sharp velocity gradient near the
duct walls very well leading to accurate calculation of friction
factor and Nusselt number. These parameters increase with the
strength of the magnetic field due to the increasing flatness of the
velocity profile. Comparison with the results for the circular tube
shows that the effect of magnetic field on square duct flow is
slightly lower from that one for circular pipe flow.
�DOI: 10.1115/1.2177289�

Keywords: square duct flow, MHD flow, MFM flow, heated liquid
metal flow, electrically conducted fluid flow, spectral method

1 Importance of the Topic
The flow of liquid metal inside a duct in a magnetic field, which

is sometimes called magneto fluid mechanics �MFM� or magneto
hydrodynamics �MHD�, has been the primary interest of many
researchers since the beginning of the last century. The topic has
significant applications which have been reported such as the
MHD generator, MHD flow meter, MHD pump, and the MHD
engine, etc. Some other quite promising applications are in the
field of metallurgy such as MHD stirring of molten metal and
magnetic-levitation casting. A very useful proposed application
which involves MHD is the lithium cooling blanket in a nuclear
fusion reactor �1�. Because of the importance of this topic, it is
essential to study this type of flow for different geometries �for
example, square duct� and obtain some useful results using one of
the innovative computational techniques.

Basic Conservation Equations
For incompressible Newtonian liquid metal fluid and steady-

state conditions, the modified Navier-Stokes equations under the
effect of magnetic field body force including induction and energy
equations in vector forms are �2,3�, respectively,

��V · ��V + ��p + �
�H�2

2
� = � f�

2V + ��H · ��H �1�

�2H + ����H · ��V − �V · ��H� = 0 �2�

and

�c�V · ��T = k�2T + � f� +
�J�2

�
�3�

in addition to the solenoidal conditions on the two vectors

� · V = 0 and � · H = 0 �4�
The induction equation, Eq. �2�, can be derived from Maxwell’s

equations and Ohm’s law along with the two solenoidal condi-
tions, Eqs. �4�. The last two terms in the right hand of the energy
equation, Eq. �3�, represent the viscous and Joulean dissipations,
respectively. Those terms can be neglected compared to the other
ones in the equation.

After several simplifications by assuming fully developed flow,
i.e., 2-D problem �see Fig. 1�, and since the flow is laminar due to
damping of the fluctuations of turbulence in the presence of mag-
netic field, the dimensionless governing equations for this flow
become

�2w* − M
�H*

�x* = 1 �5�

�2H* − M
�w*

�x* = 0 �6�

and

�2� + 4 Nu w� = 0 �7�

The negative dimensionless pressure gradient � is related to w* by

� =
1

�
0

1�
0

1

w*dx*dy*

�8�

Equation �7� was derived from the fact that the temperature is
uniform at the duct surface and the axial conduction is negligible.
From the force and energy balances one can show, respectively,
that fRe=−2� and Nu=−1/�m. The mean dimensionless tempera-
ture is given by

�m =

�
0

1�
0

1

�wdx*dy*

�
0

1�
0

1

wdx*dy*

�9�

The boundary conditions are w*=0 �no-slip condition�, H*=0
�electrically insulated surface�, and �=0 �for isothermal surface�.

Numerical Method
We approximate the field variables by the following Chebyshev

expansions �4–6�

w* = 	
m=0

Nx−1

	
n=0

Ny−1

Cmn
w Xm

w�x̃�Yn
w�ỹ� �10�
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H* = 	
m=0

Nx−1

	
n=0

Ny−1

Cmn
H Xm

H�x̃�Yn
H�ỹ� �11�

� = 	
m=0

Nx−1

	
n=0

Ny−1

Cmn
� Xm

� �x̃�Yn
��ỹ� �12�

where

x̃ = 2x*; ỹ = 2y*

are algebraic mappings that transform the cross-section of the duct
into the domain of Chebyshev polynomials, �−1,1�; Xm

w, Xm
H, Xm

� ,
Yn

w, Yn
H, and Yn

� are linear combinations of Chebyshev polynomi-
als, chosen to satisfy the boundary conditions implicitly

Xm
w�x̃� = Xn

H�x̃� = Xn
��x̃� = = T2n+2�x̃� − T2n�x̃� �13�

Ym
w�ỹ� = Ym

� �ỹ� = T2m+2�ỹ� − T2m�ỹ� �14�

Ym
H�ỹ� = T2m+3�ỹ� − T2m+1�ỹ� �15�

To exploit symmetry, even Chebyshev polynomials are selected
for w* and � in both directions. Even polynomials are selected for
H* in the y direction and odd ones are chosen in the x direction.
This reduces computational time and produces more accurate so-
lutions.

The spectral solution presented here is divided into two parts.
First, Eqs. �5� and �6� are solved simultaneously using the first
two expansions, Eqs. �10� and �11�, and then the energy equation,
Eq. �7�, is solved second using the third expansion, Eq. �12�.

Equations �10� and �11� are substituted into Eqs. �5� and �6�,
respectively, and the resulting equations are satisfied at the Gauss
points

�x̃i, ỹ j� = �cos
�2i + 1��

2Nx
, cos

�2j + 1��
2Ny

� �16�

where i=0,1 ,2 , . . . ,Nx−1 and j=0,1 ,2 , . . . ,Ny−1. The resulting
system of algebraic equations is written symbolically as

f�C;M� = 0 �17�

where C is a vector of size N=2NxNy containing the expansion
coefficients Cmn

w and Cmn
H and f is a vector-valued function also of

size N that contains the discrete form of Eqs. �5� and �6�. Equation
�17� represents a linear system of algebraic equations and is
solved by Gauss elimination to yield the coefficients Cmn

w and Cmn
H

from which the velocity w* and normalized magnetic field H* are
computed through Eqs. �10� and �11�.

Second, Eq. �7� is solved iteratively. Once w* is known, � can
be computed from Eq. �8�; however �m, and consequently Nu,
cannot be computed from Eq. �9�. As a result, a guessed value for
Nu is first adopted and then Eq. �7� is solved by substituting Eq.
�12� into Eq. �7� and the resulting equation is satisfied at the
collocation points, Eq. �16�. This yields a system of N /2 algebraic
equations that is solved for the approximate coefficients of �, i.e.,

Table 1 Convergence of the solution for M=0, 100, 1000

M Nx Ny fRe Nu

0 2 2 56.962025 3.142484
4 4 56.908269 2.977548
6 6 56.908305 2.977523
8 8 56.908307 2.977523
10 10 56.908307 2.977523

100 4 4 207.199209 4.085334
8 8 466.415669 4.294817
10 10 464.829611 4.293934
14 14 464.453886 4.293740
16 16 464.452197 4.293739
18 18 464.452118 4.293739
20 20 464.452115 4.293739
22 22 464.452115 4.293739

1000 14 14 2692.677298 4.673257
22 22 4175.508747 4.739214
30 30 4172.604309 4.739107
34 34 4168.101350 4.738950
38 38 4166.978748 4.738912
42 42 4166.764910 4.738904
44 44 4166.740179 4.738903
46 46 4166.730656 4.738903
48 48 4166.727077 4.738903

Fig. 2 3-D mesh of the dimensionless axial velocity profiles for „a… M=0, „b… M=20, and „c… M=200

Fig. 1 Problem geometry which shows the transverse mag-
netic field along a square duct flow
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Cmn
� . Once an approximation to � is obtained, a more accurate

value of Nu can be found from Eq. �9� and another approximation
to � is sought again by solving Eq. �7� using the new value of Nu.
This process is repeated until successive approximations become
within a small relative error from each other.

Results
The spectral method used gives a very highly accurate solution.

Results show that the errors decrease to small values that ap-
proach zero as the number of expansion functions is increased.
Table 1 shows the computed Nusselt number Nu, and the friction
factor times the Reynolds number fRe as functions of the number
of expansion functions in the x direction Nx and the number of
expansion functions in the y direction Ny for M =0, 100, and 1000.
As can be seen from the table, for M �100, Nu and fRe can be
computed with a precision of six decimal digits with as little as
6�6 to 8�8 expansion functions for M =0 and 16�16 to 20
�20 expansion functions for M =100. The number of expansion
functions yielding a solution with similar precision increases as
the value of M increases. For example, for M =1000, as many as
44�44 expansion functions are needed to compute Nu with six

decimal digits of precision. This increase in the number of expan-
sion functions yields a denser grid that is required to resolve the
flow and temperature in the very thin boundary layers along the
walls of the duct. In all cases the computed solutions converge,
i.e., Nu=2.977523 for M =0, Nu=4.293739 for M =100, and Nu
=4.738903 for M =1000.

Some useful results were obtained and presented in graphical
forms. Figures 2�a�–2�c� describe the axial velocity in 3-D for
M =0, 20, and 200. As M increases, the velocity profile flattens
due to the effect of ponder-motive force induced by the magnetic
field. For high Hartmann number, M =200, the velocity profile
would be very steep at the wall and the axial velocity becomes
almost uniform across the duct in the direction of the field. The
profile is more round for direction normal to the magnetic field;
this is because the ponder-motive force there is less effective.
However, the directional effect of the magnetic field on tempera-
ture is less important. The negative dimensionless temperature
profiles, shown in Fig. 3, are almost identical in the direction of
the magnetic field and normal to it. Also, we notice from the
figure that the temperature over the cross section becomes more
homogenous as the Hartmann number increases.

Fig. 3 Negative dimensionless temperature profiles for M=0,
M=20, and M=200 in the direction „0° … and normal „90° … to
magnetic field

Fig. 4 Comparison between the present work and previous
work for dimensionless axial velocity profiles for M=20 in the
direction „0° … and normal „90° … to magnetic field

Fig. 5 Temperature contours shown in color bands for „a… M=0, „b… M=20, and „c… M=200
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For the purpose of comparison, the dimensionless axial velocity
for M =20 for both square duct �present work� and circular tube
�7,8� is presented. Figure 4 shows that, in the presence of the
magnetic field, the axial velocity in the direction of the field is
almost identical for both geometries. However, the situation is
different for the normal direction.

The temperature distributions for different Hartmann numbers
are presented in Figs. 5�a�–5�c� as color contour plots. It is obvi-
ous that for any of the Hartmann numbers, the temperature is
distributed symmetrically over the duct cross section. However
the distribution will be more uniform over the cross section as M
becomes larger and this is consistent with Fig. 3.

For further comparisons with the circular tube case, Figs. 6–8
show a friction factor for low to moderate M �i.e., M 	40�, a
friction factor for higher range of M �i.e., 0	M 	200�, and a
Nusselt number, respectively, as a function of M for the present
work �isothermal surface square-cross section� and previous work
�uniform surface-heat-flux circular-cross section�, �7–9�. It is evi-
dent that as the Hartmann number increases, the friction factor
increases and becomes linear for higher Hartmann numbers with
the slope for the square duct being slightly smaller than that for
the circular tube, see Fig. 7. Similarly, the effect of the magnetic
field on the Nusselt number, as seen in Fig. 8, is slightly stronger
for the round tube geometry. We know that for conventional lami-

nar internal flow �i.e., no magnetic field body force� with heat
transfer in a circular tube, Nu=3.66 for constant temperature and
Nu=4.36 for constant heat flux. For a square duct, Nu=2.98 for
constant temperature and Nu=3.61 for constant heat flux. It is
clear from this that the heat transfer rate is higher in the case of
circular tube and uniform surface heat flux. In the presence of
magnetic, Nu �thus heat transfer� increases for both cases. How-
ever, Nu for circular tube with uniform heat flux increases more
than that for square duct with uniform temperature as the mag-
netic field becomes stronger. This is shown clearly in Fig. 8. Thus,
one can say the effect of the magnetic field on heat transfer is
stronger in the case of circular tube with uniform heat flux.

Conclusion
In conclusion, some useful results were obtained for MFM

square duct flow with heat transfer. It is found that the effect of
the magnetic field on the flow and heat transfer is slightly lower
than that for flow in a circular tube with a constant heat flux
boundary condition. This effect is an increase in pressure drop and
heat transfer due to the uniformity of the axial velocity particu-
larly in the direction of the magnetic field. For very high Hart-
mann numbers, the Nusselt number in both flows will approach
the case where the velocity is uniform along the cross section in
any direction.

Nomenclature
B0 
 uniform magnetic induction �T�
c 
 specific heat �J /kg °C�

Dh 
 hydraulic diameter �m�
f 
 friction factor

H 
 magnetic field vector �A/m�
H 
 dimensionless axial magnetic field,

Hz / �Vm��� f�1/2�
Hz 
 axial magnetic field �A/m�
H* 
 normalized axial magnetic field, H /�
hc 
 heat-transfer coefficient �w/m2 °C�
J 
 electric current density vector �A/m2�
k 
 thermal conductivity of fluid �w/m °C�

M 
 Hartmann number, B0Dh�� /� f�1/2

Nu 
 Nusselt number, hcDh /k
p 
 fluid pressure �N/m2�
q 
 surface heat flux �W/m2�

Re 
 Reynolds number, VmDh /�
T 
 temperature �°C�

Fig. 6 Friction factor as a function of low and moderate M „i.e.,
M<40… for the present work „square duct… and previous work
„circular tube…

Fig. 7 Friction factor as a function of high range of M „i.e., 0
<M<200… for the present work „square duct… and previous work
„circular tube…

Fig. 8 Nusselt number as a function of M for the present work
„isothermal surface square duct… and previous work „uniform
surface-heat-flux circular tube…
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Ts 
 surface temperature �°C�
V 
 velocity vector �m/s�

Vm 
 mean axial velocity �m/s�
Vz 
 axial fluid velocity �m/s�
w 
 dimensionless axial velocity, Vz /Vm

w* 
 negative normalized axial velocity, w /�
x* 
 dimensionless x-coordinate, x /a
y* 
 dimensionless y-coordinate, y /a

Greek Letters
� 
 nondimensional pressure gradient,

���p /�z��Dh
2�� /Vm� f

� 
 dimensionless temperature, �T−Ts� / �Dhq /k�
� 
 magnetic permeability of fluid �H/m�

� f 
 dynamic viscosity of fluid �N s/m2�
� 
 kinematic viscosity of fluid, m2/s
� 
 density of fluid �kg/m3�
� 
 electrical conductivity of fluid �A/V m�
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